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Abstract 

Social scientists’ use of linked decennial census data has grown extensively over the past two 

decades. For U.S. census data before 1950, a large body of linked data has been made available 

within the past few years. The 2000 and 2010 decennial data have been linked to one another and 

back to the 1940 Census. For the censuses in between these years – from 1950 to 1990 – no 

linked data are available yet. This paper focuses on the technological advances in data capture 

that have enabled this centuries-long longitudinal data infrastructure to flourish while still 

leaving a sizeable “missing link” from 1950 to 1990. We will describe the development of 

modern technology to capture handwritten data at the Census Bureau, and ongoing efforts to 

digitize remaining information from and create linkages between the censuses of 1950 through 

1990.  
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Introduction 

Social scientists’ use of linked decennial census data has grown extensively over the past two 

decades, with the number of published articles using linked census data more than quadrupling 

between 2000 and 2020. These articles provided ground-breaking research on various social 

processes in the U.S. over the century including understanding migration [6], [17], [27], social 

mobility [16], [45], family transitions [40], immigration [29] and public policy [38], [46].        

While the growing use of linked census data has benefited from the ever-increasing 

computational power available to researchers, it has also been made possible by significant 

advances in the capture, curation, and dissemination of large-scale data resources. Data capture 

includes the wide range of activities necessary to prepare and preserve raw census records for 

use by the law-makers, academics, and genealogists who need them. At different points in time, 

state-of-the-art census data capture has included manual tallying, mechanical aggregation, high-

speed microfilm processing, the creation of soundex-based name indexes, and most recently the 

digitization and dissemination of complete census responses.  

For U.S. census data before 1950, a large body of linked data has been made available 

within the past few years, as a result of long-term efforts to digitize the images and responses 

from those censuses (e.g., [3], [25], [11]). The 1950 Census manuscripts were released to the 

public on April 1, 2022 and will be fully digitized through a combination of commercial and 

scientific funding. For U.S. census data from 1960 to the present, which are still protected under 

confidentiality requirements of Title 13 of the U.S. Code, the availability of linked data is much 

more limited. The 2000-2020 Census data have been linked to one another and back to the 1940 

Census, and all are currently available within the Census Bureau’s restricted research 

environment. For the censuses in between these years—from 1950 to 1990—no linked data are 

available yet [30]. In this paper we focus on the technological advances in data capture that have 

enabled this centuries-long longitudinal data infrastructure to flourish while still leaving this 

sizeable “missing link” from 1950 to 1990.  

The lack of linked census data during the mid to late twentieth century is tightly 

connected to the evolution of the data capture technology used to process records directly 

following each census. A key piece of information necessary to link these data over time—the 

names of respondents—was not digitally captured in census processing before 2000 and was 

therefore not digitized at the time of each decennial census was conducted. This has meant that 
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data from every census from 1790-1990 has effectively needed to be captured twice: first by the 

federal government to produce required census statistics, and second—often many decades 

later—to capture additional information required for genealogical research and the creation of 

longitudinal data files. For the period from 1790-1940, that “second capture” (which actually 

took place over most of the twentieth century) is largely complete, and the results have been 

leveraged to make the newly-available linked data files. For the remaining years from 1950-

1990, the second capture is just beginning. 

The full second capture of historical census data has enabled scholars to address 

questions that would not have been possible with the small samples that were previously 

available. For example, with coded data on the entire population, researchers have designed 

innovative ways to study assimilation, international migration, social and geographic mobility, 

and neighborhood-based segregation [4], [28], [23]. The digitization of respondent names has 

also allowed for innovative. research using names [2], [8], [34], in addition to facilitating the 

development of a robust longitudinal infrastructure that will be used and improved by 

generations of social scientists and genealogists.  

These linked census resources have been developed not to answer any particular research 

question, but rather as a public and scientific good. The pre-1950 data is well-documented, 

suitable for a broad range of studies, and is available for free download. The digitization of the 

full count 1950 Census data is now in progress. The confidential data from 1960 to the present is 

also available to researchers, via the Federal Statistical Research Data Centers (FSRDCs). The 

long-term vision is for all of these files to be linked together at the individual-level and available 

through the FSRDCs. Especially with the addition of the late-twentieth century “missing link” of 

data from 1950-1990, this multi-generational resource will permit investigations that were not 

possible before. With a breadth and depth that was previously out of reach, scholars and policy-

makers will be able to evaluate the impact of early-life and ancestral experiences—including 

parental economic status, environmental exposures, policy conditions, social institutions, and 

neighborhood characteristics—on the social, economic, and behavioral experiences of 

Americans over time and through generations. 

Below we describe the evolution of technology related to data capture of the decennial 

censuses, including the initial capture for making census statistics as well as the second capture 

for digitizing all remaining information on the census forms before 2000. For the censuses from 
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2000 onward, we detail how these two passes have taken place concurrently, as both had become 

essential parts of the Census Bureau’s data processing needs. We conclude by describing how a 

collaborative project between the Census Bureau and academic institutions is currently making 

the necessary second capture of the 1950-1990 census forms and preparing to link the newly-

digitized name data over time. 

Data Capture, Digitization, and Linkage: 1790-1950 Censuses 

Since the first U.S. decennial census in 1790, the federal government has been capturing and 

tabulating information on the full U.S. population every decade. This operational goal—the need 

to count and provide basic information about the resident population—has been a driving force 

in technological change in data capture. The Census Bureau’s original capture of this information 

involved increasingly sophisticated tallying and mechanical processes. The information from the 

1790 – 1950 Censuses was of course not stored digitally, though the records were retained and 

have fully been digitized in recent years. In the past three decades in particular, the entirety of 

the 1790-1940 censuses have been digitally re-captured, mainly using manual data entry from 

digitized images, and 1950 soon will be digitized as well. These large-scale census digitization 

projects have been leveraged to create a new generation of powerful linked data resources. 

Prior to 1850, the U.S. marshals responsible for conducting the census collected 

information by writing each head of household’s name and then tallying information on the other 

members of the household on the same row as the household head. The information was then 

summed across households within a variety of geographic areas. Beginning with the 1850 

Census, the unit of census collection changed from the household to the individuals situated 

within a household, which increased the range of data collected and started the recording of all 

respondent names. The Census Office continued to use tally tabulation methods through the mid-

1800s. Beginning in 1890, the Census Office transferred information from the enumeration 

sheets to punch cards that could be processed with new electro-mechanical tabulators [41]. The 

Census Office (which became the Census Bureau in 1902), continued to evolve the tabulation 

process through 1950.  

While respondent names were not used for producing official statistics, the Census 

Bureau has a long history of using respondent names on original census manuscripts to support 

the Age Search service. The Census Bureau’s Age Search service, established in 1903 and still 



 

6 
 

active as of 2021, provides certified transcripts to individuals or their legal representatives of 

census information that can be used as evidence of birth or citizenship [5], [54]. From 1935 to 

1943, the Census Bureau led a large-scale Works Progress Administration (WPA) project to 

create indexes of respondent names from the 1880-1930 censuses. Intended to increase the 

efficiency of the Age Search operations, thousands of employees handwrote respondents’ name, 

age, and sex onto index cards that also specified each record’s enumeration district and page 

number. Those cards were then sorted by the four-digit “Soundex” code of the household head’s 

last name and stored on microfilm [37]. The WPA projects resulted in a full name enumeration 

of the 1900 and 1920 Censuses, and a partial name list for the 1880, 1890, 1910, and 1930 

Censuses, totaling more than 400 million names [12], [54].  

The paper forms of the pre-1950 censuses were transferred to microfilm in a similarly 

massive operation carried out by the Census Bureau starting in the late 1930s [18], [47]. Between 

1937 and 1944, the Census Bureau microfilmed the paper forms from the 1840-1880 censuses 

and 1900-1940 censuses, to reduce the ongoing deterioration of the records and to save floor 

space [18]. The operation ultimately allowed the agency to replace miles of shelving that held 

bound census volumes with several dozen square feet of microfilm cabinets [18]. The 6.5 million 

pages from the 1950 Census population schedules were microfilmed in 1951 [1], [31]. The 

resulting microfilm reels were archived with the National Archives and Records Administration 

(NARA), and the Census Bureau retained a copy to support Age Search and other operational 

tasks. The Census Bureau treats all decennial census responses as confidential and protected by 

Title 13 U.S. Code regardless of the decennial year, yet since 1952, NARA has released the full 

census records 72-years following a census [36]. In 1978, this was codified in Public Law 95-

416, and NARA releases the census responses publicly after 72 years. For example, on April 1, 

2012, NARA publicly released all of the digital images from the 1940 Census. 

Social scientists and genealogists have made significant use of the WPA-funded census 

indexes and the microfilmed census manuscripts. Small samples of hand-linked census records 

were a key source in some of the classic works of social history (e.g., [35], [48]). Beginning in 

the 1980s and 1990s, researchers at a number of institutions—most notably the University of 

Minnesota—produced nationally-representative microdata samples of the microfilmed census 

records by hand-keying and coding microdata from the nineteenth and early-twentieth century 

censuses, which were the most recent publicly-available at that time [44]. University of 



 

7 
 

Wisconsin researchers partnered with the Census Bureau to create similar samples from the then-

confidential microfilmed records from the 1940 and 1950 Censuses [50]. Since the Census 

Bureau itself had created the first-ever public use microdata samples beginning with the 1960 

Census (and continuing to the present), by the early 2000s researchers had access to a long series 

of cross-sectional samples from the decennial censuses. 

While decadal cross-sectional microdata samples have enabled major breakthroughs in 

the social sciences, the available samples of fully-digitized census records are still relatively 

small. The public microdata samples typically contain one percent samples of the population. 

Most of the public microdata files from 1850-1930 include respondent names, with the exception 

of the 1940 and 1950 samples which do not include names due to confidentiality restrictions in 

Title 13 U.S. Code. Some scholars undertook the laborious task of linking large representative 

microdata samples to genealogical indexes of respondent names from the surrounding censuses 

(e.g., [19], [24]). This early work showed the power or forming a bridge between a resource 

made for social scientists and a resource made for genealogists, a precursor of academic-

genealogical collaborations that have continued to this day.   

By the early 2000s, major genealogy companies had begun digitizing images and a 

limited set of information from the census microfilm released by NARA,  making all of this 

information available online for genealogical research. Far easier to use than the previously-

available soundex-based indexes to the public microfilm records, these new databases permitted 

researchers to query massive numbers of census records and quickly view digital images that 

previously would have required a microfilm search. The Integrated Public Use Microdata Series 

(IPUMS) project at the University of Minnesota partnered with FamilySearch and Ancestry.com 

to complete the digitization of images and data from all of the pre-1950 censuses, and to make 

the resulting data publicly available to researchers without identifying information [39]. For 

researchers who establish a data security agreement, IPUMS also provides the full-count 1850-

1940 data with respondent names, which allows for the individual-level linkage of the records 

over time. By the early 2020s, the digitization of censuses from 1790 to 1940 was essentially 

complete. In early 2022, IPUMS and Ancestry.com are currently in the process of digitizing the 

newly-released 1950 Census and adding it to this same infrastructure.  

Data Capture in the Digital Era: 1960-2020 Censuses 
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Before the 1960 Census, state-of-the-art data processing technology involved using mechanical 

punch card tabulation to process census forms that were comprised almost entirely of 

handwriting. This all changed for the 1960 Census, when forms were optimized for machine-

oriented digital processing from the start. The earliest use of digital-capture technology was 

designed so that a subset of items could be captured through “bubbles” on forms completed by 

enumerators, and has evolved to capture nearly all items from respondent handwriting in 2020.  

Leading up to 1960, the Census Bureau worked with the National Bureau of Standards (NBS), 

now National Institute of Standards and Technology (NIST), to design an optical sensing system 

that would read “bubbled” items by shining light through microfilmed images of the original 

paper forms. The resulting Film Optical Sensing Device for Input to Computers (FOSDIC) was 

created to read the microfilmed images of decennial census responses and create individual level 

microdata to be tabulated by computers. Since FOSDIC relied on microfilm, this meant that the 

Census Bureau would continue the process of filming all decennial census forms, but not just for 

the purpose of archiving and to support the Age Search operation, but for the purpose of data 

processing itself. The microfilm-based FOSDIC system was faster than using paper and having 

employees enter information on punch cards, and it allowed for the immediate compact storage 

of the images on microfilm and destroying of large amounts of paper forms. 

As a part of the 1960 Census, the Census Bureau sent all households an “Advance Census 

Report” form, on which household members could answer the few questions that were asked of 

all households. Enumerators then visited every household and either interviewed the respondent 

or used the Advanced Census Report to complete the FOSDIC bubble form. The enumerators 

also dropped off a longer questionnaire to one-in-four specified sample households, and 

respondents were instructed to mail this form back to the Census Bureau District Office, where 

Census Bureau staff transcribed responses onto a FOSDIC-ready bubble form [53].  

When the Census Bureau had completed the 1960 FOSDIC forms, the forms were filmed, stored 

on microfilm rolls, and the microfilm were then processed through the FOSDIC machine to 

make microdata records. All 1960 paper responses and FOSDIC forms were destroyed following 

filming of the images. The microdata created by the FOSDIC was then used to make aggregate 

data from the 1960 Census. The Census Bureau retained the 1960 microdata from the “long 

form” questionnaire completed by one-in-four households, but did not retain the “short form” 

microdata completed by the remaining households [53]. From the long form microdata, the 



 

9 
 

Census Bureau also created and disseminated the first-ever Public Use Microdata Samples 

(PUMS), which included anonymized full responses for a sample of individuals for researchers 

to use. The 1960 Census provided the first representative PUMS file from any U.S. census and 

provided a model for all subsequent PUMS files that have been created from 1790-2010 [42]. 

The Census Bureau adapted and improved the FOSDIC over the next three decades, 

increasing the speed of capture from 3,000 items per minute in 1960 to 70,000 items per minute 

in 1990 [52]. Like all previous U.S. censuses, the tabulation of data did not require the use of 

names, and the FOSDIC machine only captured information obtained from filled in bubbles on 

the form. Some variables with handwritten responses (such as the occupation and industry fields) 

were typed manually, as they were required for published tabulations. Respondent names were 

not captured at the time of the decennial census, though they were retained in their original 

handwritten form on the microfilmed images. Starting in 1970, the Census Bureau mailed out 

FOSDIC-readable forms directly to households. Respondents were asked to complete the 

FOSDIC form and return it the Census Bureau, where it would be filmed and run through the 

FOSDIC machine [61]. This reduced the need for enumerators to re-transcribe short-forms in 

each home, and for Census Bureau staff to re-transcribe long forms in the District Office. Thus, 

in 1960, respondents’ names were written by enumerators, while in 1970-1990 the handwritten 

names were entered by individual respondents from households.  

Following the 1970 Census, the Census Bureau retained all of the microdata captured from the 

short and long forms by the FOSDIC, and they then used the long form microdata to produce six 

PUMS file to support researchers. These practices continued through the 1990 Census (and 

continue to the present). Census Bureau employees were able to use the full 1960 long form or 

sample microdata and the 1970-1990 short and long form microdata for research and other 

production purposes, while scholarly research outside of the Census Bureau primarily used the 

PUMS files from these years. With the expansion of the Census Research Data Center (now the 

Federal Statistical Research Data Center) program in 1998, the full confidential microdata files 

were made available to academic researchers in this restricted environment [33]. 

The original microfilm reels with the images of the census forms read through the 

FOSDIC machine were copied, and the copy was archived with NARA following their use at the 

Census Bureau. The original microfilm reels with 1960, 1970, and 1980 short form images were 

retained at the Census Bureau for the Personal Census Records Branch operations (the current 
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administrative home of the Age Search Service). A copy of the film with the 1990 short and long 

form information was also retained for these purposes. The microfilm resides at the Census 

Bureau’s National Processing Center in Jeffersonville, IN (see [39]). 

For the 2000 Census, the Census Bureau contracted with several outside vendors to 

capture and digitize the responses. The paper forms were mailed out and mailed back as they had 

been in previous years, but the FOSDIC process was no longer used to read the bubbled forms. 

Instead, the forms were scanned into digital images (rather than microfilm), and the bubbled 

responses were processed from the digital images using Optical Mark Recognition (OMR) 

technology. Write-in responses (including names) were captured with a combination of Optical 

Character Recognition (OCR) and hand-keying [59]. Unlike any previous census, the 2000 

Census form was optimized for the digital capture of text, including instructions to respondents 

to print the letters of each word, with a segmented space on the form for each letter. This was the 

first time that names were captured in digital form at the time of the decennial census, allowing 

for the individual-level linkage of these data to other data with name and other identifying 

information. Similar to previous years, the resulting microdata was saved after tabulation for use 

by researchers and employees at the Census Bureau. Unlike the previous years, the 2000 Census 

was the first year that the Census Bureau did not retain a copy of the census form images for 

agency use. The Census Bureau archived the images for NARA on digital tape, and put the 

images on microfilm at the insistence of the genealogy community and NARA at the time [60]. 

Following the delivery of the images to NARA, the Census Bureau deleted their copies of the 

images. 

The 2010 Census responses were captured with similar methods as the 2000 Census, 

including the use of OMR for bubbled responses and a combination of OCR and keyed data for 

written responses. In contrast with the 2000 Census, the 2010 Census images are retained at the 

Census Bureau, in addition to all machine-readable information from the census. The digital 

copies of images from the 2010 Census forms were shared with NARA for archival purposes, 

and the images are also stored and used within the Census Bureau, along with the resulting 

microdata, through the Census Bureau’s Census Image Retrieval Application (CIRA).  

While much of the 2020 Census was obtained via internet response of households, the Census 

Bureau captured information from paper responses using its own software, the integrated 

Computer Assisted Data Entry (iCADE) system. Since 52% of households completed the online 



 

11 
 

self-response to the 2020 Census (and another 34% were captured via non-response follow up), 

most of the 2020 results are available only as data files and not as images [56], [49]. The Census 

Bureau did store the images in CIRA for the small subset of the population who responded via 

paper (totaling about 12% of housing units).     

Digitizing Respondent Names and Linking Records in the Modern Censuses 

For the pre-1950 Censuses, respondent names were digitized in a “second pass” over the past 30 

years, leveraging the work of the WPA, the census microfilming project, and commercial efforts 

largely funded by genealogical organizations. The recently-released 1950 Census is currently 

being digitized in this same way. The 1960-1990 Census records are still protected by Title 13 of 

U.S. Code, and the names were not digitized at the time of the censuses due to cost. The Census 

Bureau estimated that manual entry of names from the 1950 census would have cost $6 million 

in 1950 (or near $70 million in today’s dollars) [12]. This changed with the 2000 Census, when 

the use of OCR allowed the agency to capture names to facilitate deduplication in responses [59]. 

Thus, there is a “missing link”, resulting in the 1950-1990 Censuses unable to be linked over 

time because the names are not digitized and captured.  

The Census Bureau did capture subsets of names in various exercises related to the 

decennial censuses of 1960 to 1990. For all of these censuses, follow up surveys were conducted 

shortly after the main enumeration to assess the quality of the responses collected [51]. Starting 

with the 1960 Census, many of the follow up surveys included linking Current Population 

Survey (CPS) respondents to the decennial census. The 1980 and 1990 follow up surveys also 

included the collection and manual keying of names for a sample of decennial census 

respondents. In 1980, two CPS months (April and August) were used as follow up samples, and 

an additional sample of 110,000 households was taken directly from the 1980 Census and 

resurveyed [62]. The 1990 Content Reinterview Survey followed up via telephone to reinterview 

12,800 households. In addition to the 1990 Content Reinterview Survey, head of household 

surnames were keyed for about 4.7 million households as a part of the 1990 Census Non-

Response Follow Up (NRFU) operation [63]. The 1990 Census data were also used as the 

sample frame for the 1993 National Survey of College Graduates (NSCG). The Census Bureau 

keyed a sample of 208,393 names directly from the 1990 microfilm for the NSCG sample in 

1993 [10].  



 

12 
 

In addition to the hand-keying of names for these quality assurance projects, there were 

various efforts to advance the machine-capture of handwriting at the Census Bureau with the 

hope of capturing all the names in order to use them for deduplication. The Census Bureau 

explored the use of automation for the 1990 Census [9]. While these methods were not used in 

1990, the research continued. The Census Bureau partnered with NIST to host an experiment and 

conference to identify the leading edge OCR technologies with the intent on using these 

technologies to capture handwriting in the 2000 Decennial Census. The first conference took 

place in May 1992 and focused on printed characters, while the second one in February 1994 

included many of the same research teams but focused on more realistic capture of handwritten 

words from census forms and from microfilm images [64], [21]. The conclusion from the 

conferences was that “machine performance in reading words and phrases may now be good 

enough to decrease the cost and time needed to carry out a Census without decreasing the 

accuracy of the results.” [21] 

Respondent names from the 2000 Census were captured, in part, using OCR, with some 

names hand-keyed. This presented the first opportunity for the Census Bureau to capture the 

names of all respondents at the time of initial data capture without the expense of labor to hand 

enter the names. The names were obtained for the purposes of deduplication at the individual-

level and eventually used for this purpose [59]. The names were also used for the editing and 

imputation of questions on sex and Hispanic origin. The names also allowed the Census Bureau 

to assign unique linkage keys to the data, making it the first decennial census that could be linked 

at the individual level to other censuses and surveys. 

The data capture system used for the 2000 Census was developed and implemented by 

private contractors, though the Census Bureau concurrently developed an internal automated data 

capture system, first used in the 2002 Economic Census. The iCADE system was designed to 

process digital images of paper respondent questionnaires through OMR, OCR, and Key From 

Image (KFI) technology. The system has since been expanded to capture the American 

Community Survey (ACS), and for all economic surveys and economic censuses since 2000. For 

the 2010 Census, iCADE was used for the special censuses. The remaining part of the 2010 

Census capture was also done by a contractor, including a combination of OCR and hand-keying 

of names. By the 2020 Census, all paper decennial census forms (16 variations of them) were 

captured using iCADE, including the automated capture of names.  



 

13 
 

Filling in the Missing Link: Digitizing Names From 1950-1990 

Genealogists and social scientists have long sought a comprehensive, high-quality, searchable 

transcription of all census records, including all respondents and variables. The work of building 

this infrastructure has taken place gradually over the past century, requiring technological 

innovations and funding from government, business, and the sciences. Using new technology for 

storing and indexing census images in the 1930s and 1940s, the Census Bureau built a massive 

microfilm archive that was leveraged, improved, and ultimately digitized in the late-twentieth 

century. Fully-digitized census records and images are now largely available for the 1850 

through 1940 Censuses, including well-documented and pre-linked data files ready for research. 

Likewise, the Census Bureau utilized new data capture technology to capture the names of 

census respondents starting for the 2000 Census, starting the Census Bureau’s Linkage Data 

Infrastructure that is available to scholars through the FSRDCs. We have argued that these 

extraordinary linked data resources are the product of continual advances in data capture, data 

processing, data dissemination, and data storage technology, along with generations of strategy 

and effort from government employees, genealogical groups, and academic infrastructure-

builders. 

Like the censuses before and after, the 1950 through 1990 Census forms included 

respondents’ handwritten names, even though they were not keyed at the time of census 

processing. While the paper forms were destroyed, the images were stored on microfilm for 

processing and archiving. The 1950 Census manuscripts were released to the public on April 1, 

2022 and will be fully digitized through a combination of commercial and scientific funding. For 

1960 through 1990, we have secured a combination of scientific funding and Census Bureau 

support to digitize the decennial census images and respondent names, both for the purposes of 

supporting Age Search and for completing the longitudinal infrastructure that has been a 

centuries-long American project [22]. 

The digitization of names from the 1960-1990 Censuses presents several unique 

challenges. Unlike the most recent censuses, the forms from these periods were not optimized for 

name capture. For instance, the instructions do not state that handwriting should be printed, and 

there are not individual boxes for each letter as we see in more recent surveys and censuses. As 

still-confidential records, names from the 1960-1990 Censuses need to be digitized in a secure 

computing environment, with all work done by Census Bureau employees who meet stringent 
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security requirements. Finally, the scale of the project is uniquely massive: in the 2020 Census, 

there were about 20 million names captured from handwriting. From all of the 1790-1940 

censuses combined, there were about 680 million respondent names, all of which written by 

marshals or census enumerators and digitized by several groups over decades [58]. In the 1960-

1990 Censuses, over 850 million respondent names need to be recovered, all provided in the 

respondents’ own handwriting, often in cursive.  

A project of this scale is now possible mainly through a series of technological and 

methodological innovations. The first is the advancement of the use of the OCR to capture 

handwriting generally [15], [20], [26], [43], and more specifically capturing handwriting from 

historical forms [13], [14]. Leveraging these developments in machine learning and OCR 

science, it is possible to capture the handwritten names from census forms with the accuracy 

necessary for linkage purposes, though still with less accuracy than is typical for hand-keyed 

data [7]. The general availability and decreasing costs of high-powered computers to perform 

OCR—as well as the storage necessary to support the images—is driving the advancements in 

OCR science [32], and it also makes the capture of names from 1960-1990 censuses feasible. 

The digitized images necessary for OCR are estimated to take up 4 petabytes (equivalent to 

4,000 terabytes or 4,000,000 gigabytes) of storage space. A decade ago, this was a show-

stopping storage need even for an agency the size of the Census Bureau. In 2022, it is considered 

a very large but feasible amount of storage space. Finally, the computing power necessary to 

capture the names from hundreds of millions of high-quality images would have been nearly 

impossible without the efficient scalability of modern cloud-based computing infrastructures.  

The Decennial Census Digitization and Linkage (DCDL) project, began the work of 

digitizing, capturing, and linking the “missing link” in 2021. This large project will result in the 

creation of the longest individual-level panel of census data in the U.S., filling in the gap in the 

Census Bureau’s Data Linkage Infrastructure [57], and disseminating these data for all scholars 

through the FSRDC. The research possibilities using these data are great and are only increased 

with the linkage of administrative and survey data to this backbone of linked census data from 

1850 through the present. This project would not be possible without the long history of 

technological advancements in data capture and storage of U.S. census data.   

It is possible the researchers in several decades or centuries will recreate much of this data to 

higher standards, using even better handwriting recognition, more efficient data entry, or 
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referencing information against other proximate data resources. If the past is any indication, we 

can expect it. We have seen scholars and genealogists alike progress through the laborious 

searching of paper forms, soundex-based searches of paper and microfilm records, computer 

searches of higher-quality genealogical name indexes, and now the computer-assisted search, 

automated handwriting capture, and linkage of full-count census data. Our successors will surely 

develop even better techniques to capture, link, and measure error in all of these records, to the 

benefit of genealogists, scientists, and the government agencies who have an interest in high-

quality linked data. 
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