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Foreword
 The Census 2000 Testing, Experimentation, and Evaluation Program 
provides measures of effectiveness for the Census 2000 design, 
operations, systems, and processes and provides information on 
the value of new or different methodologies. By providing measures 
of how well Census 2000 was conducted, this program fully sup-
ports the Census Bureau’s strategy to integrate the 2010 planning 
process with ongoing Master Address File/TIGER enhancements and 
the American Community Survey. The purpose of the report that 
follows is to integrate findings and provide context and background 
for interpretation of related Census 2000 evaluations, experiments, 
and other assessments to make recommendations for planning 
the 2010 Census. Census 2000 Testing, Experimentation, and 
Evaluation reports are available on the Census Bureau’s Internet site 
at: http://www.census.gov/pred/www/. 
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1. Background 

The Census 2000 was character­
ized by the automation of func­
tions previously performed clerical­
ly or using relatively simple tools 
of automation. Similarly, many of 
the functions that had been per-
formed in an automated fashion by 
"in-house" staff were turned over 
to contract staff. Twelve systems 
were the subject of study and cov­
ered the following areas: telephone 
questionnaire assistance and tele­
phone followup for coverage edit 
failures, Internet questionnaire 
assistance and data collection for 
short form questionnaires, opera­
tions control for all field opera­
tions, the field personnel and pay-
roll system, systems for the 
Accuracy and Coverage Evaluation 
(A.C.E.) program, including the 
control system for field operations, 
the use of laptops to collect evalu­
ation data and the matching sys­
tem used to compare the A.C.E. 
data to corresponding census data, 
the management information sys­
tem, the data capture system for 
respondent questionnaires, and 
finally, data dissemination. 

1.1 Development Staff 

Development staffs were a mixture 
of contract and in-house staff. 
Within the contract staff, there 
were at least three distinct 
arrangements that may have influ­
enced the extent to which more 
rigorous and disciplined require­
ments identification and manage­
ment processes than is customary 
at the Census Bureau were 

employed. Those arrangements 
included contract staff that were 
embedded with in-house staff and 
were used more or less as in-house 
staff, such as the developers of the 
Operations Control System 2000; 
contract staff that worked on-site 
but worked more independently of 
the in-house staff, such as devel­
opers of the matching system used 
for the Accuracy and Coverage 
Evaluation system; and external 
contract staff that developed sys­
tems off-site independent of in-
house staff, such as the Telephone 
Questionnaire Assistance system. 
The Internet questionnaire assis­
tance and data collection systems 
were developed by in-house staff. 
All other systems were developed 
by teams of in-house and contract 
development staffs. 

1.2 Use of Commercial-Off-
the-Shelf Software 

A concerted effort was also made 
to utilize commercial-off-the-shelf 
(COTS) products as much as possi­
ble in many of the systems devel­
opment efforts. In some cases, 
COTS products for the data capture 
of respondent questionnaires were 
not viewed as sufficiently robust to 
meet Census Bureau needs 
(Brinson and Fowler, December, 
2001). In other cases, the data 
requirements could not be met 
with the typical COTS application 
used in the telephone call industry 
(Furno, November, 2001). The 
field payroll and personnel system 
used a COTS product with 

customization. The initial estimate 
was the product would meet 
approximately 90 percent of the 
requirements; the final assessment 
was approximately 50 percent of 
the requirements were met with 
the product before customization 
(Eaton, September, 2002). The 
trend to use COTS products and 
contractors is expected to continue 
at an accelerated rate for the next 
census to make the overall census 
process more efficient and eco­
nomical, while maintaining the 
desired levels of data quality and 
completeness. 

1.3 Future Implications 

It is important to understand the 
reasons for success or the limita­
tions of the systems if the intent is 
to continue automation of basic 
census processes. If future 
improvements are to be made, a 
key to judging the successes or 
limitations of systems is to analyze 
how the functions of the systems 
were defined, and how well the 
systems performed those func­
tions. A second important point is 
to determine if the systems were 
asked to perform the correct func­
tions. This report will provide the 
Census Bureau with an overall 
assessment of the automated sys­
tems and processes listed in 
Section 3. In addition, the report 
will offer suggestions on improve­
ments for the development process 
for future Census programs. 

U.S. Census Bureau Automation of Census 2000 Processes 1 
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2. Scope and Limitations 

The purpose of this report is to 7. R.2.c - Accuracy and Coverage • The perception of those persons 
summarize the findings and recom- Evaluation 2000 (ACE 2000) participating in the interview 
mendations from the formal stud- System Requirements Study process can significantly influ­
ies of automated Census 2000 

8. R.2.d - Matching and Review ence the quality of information 
processes and the operational 

Coding System (MaRCS) for the gathered. 
assessments performed for those Accuracy and Coverage • In some cases, interviews werepr
those documents may be found in 
the section, References. This stat-

Requirements Study years, after the participant had 

ed purpose was made easier when *9. R.3.a - Pre-Appointment been involved in system develop-

Titan Systems Corporation/System Management ment activities. 

Resources Division (Titan) pro-
duced a "Program Summary Report 

System/Automated Decennial 
Administrative System • Each interview was completed 

ocesses when available. A list of Evaluation System conducted several months, even 

(PAMS/ADAMS) System within a 1 to 2 hour period it is
of Census 2000 Automated not possible to review each 
Systems Evaluation," bringing Requirements Study 

aspect of a multi-year develop-
together their thoughts and find- 10. R.3.b - American FactFinder ment cycle given the limited time
ings from each of their twelve (AFF) System Requirements available with each participant.
studies. Those results are provid- Study 
ed in the Recommendations sec- • Every effort was made to identify 
tion. The following is a list of the 11. R.3.c - Management 

key personnel and operational 
evaluation studies they conducted 

Information System 2000 
customers who actively partici­

and summarized: 
(MIS2000) System 
Requirements Study 

pated in development efforts. 

*1. R.1.a - Telephone Questionnaire 
*12. R.3.d - Census 2000 Data To understand the recommenda-

Assistance (TQA) System 
Capture System (DCS2000) tions proposed by Titan the specif-

Requirements Study 
Requirements Study ic questions developed for the 

interviews are included in the*2. R.1.b - Coverage Edit Followup The asterisk (*) indicates those Appendix for reference here. In(CEFU) System Requirements 
Study 

systems for which an operational addition to a standard set of ques­
assessment was also available for 

tions, a system-specific set of 
*3. R.1.c - Internet Questionnaire this report. 

questions was also prepared; the 
Assistance (IQA) System 

2.1 Limitations specific set for the Telephone 
Requirements Study Questionnaire Assistance System is 

A few comments on the process included as an example in the*4. R.1.d - Internet Data Collection used to analyze the systems stud-
Appendix also. Despite the prepa­(IDC) System Requirements ied by Titan seem pertinent.

Study	 Interviews of key personnel by sys-
ration of a standard set of ques­

tem were conducted utilizing a set 
tions, it is not clear if all questions 

*5. R.2.a - Operations Control were asked of all interviewees. If 
System 2000 (OCS 2000) of questions developed for in-

System Requirements Study	 house staff and a separate set for not, how was the inclusion or 

contractors. The questions were omission determined on an individ-

6. R.2.b - Laptop Computers for provided to interviewees in ual interview basis? 

the Accuracy and Coverage advance. Under the "LIMITS" sec-
Evaluation (LC/A.C.E. ) System tion of each study are the follow-
Requirements Study ing statements: 

U.S. Census Bureau Automation of Census 2000 Processes 3 



2.2 Interviews 

Although a list of potential inter­
viewees is included in each study, 
it is not clear how the key person­
nel were identified; why some key 
personnel identified were not inter-
viewed; or, when truly key persons 
were not available, how this limita­
tion was handled. It also appears 
that for many of the systems, 
"true" end users were not inter-

viewed, such as respondents or 
the temporary field and processing 
staffs. Finally, in reviewing the list 
of interviewees study by study it 
appears that the participants by 
system were confined to staff with 
direct involvement in the specific 
system. This is particularly unfor­
tunate for systems that interface 
with other systems as a condition 
of their existence since additional 
"key" persons would have been 

involved in the requirements and 

possibly the development process. 

Comments taken at face value 

without understanding their con-

text may lead to conclusions that 

are inaccurate or at least mislead­

ing. The subjectively qualitative, 

rather than objectively quantita­

tive, nature of the study results 

makes this a significant limitation. 

4 Automation of Census 2000 Processes U.S. Census Bureau 



3. Requirements and Definitions 

"The main focus of the evaluations 
was determining the effectiveness 
of requirements methodologies 
that were employed during the 
planning stages and their impact 
on overall system functionality" 
(Titan, September, 2002). The 
methodology used for the opera­
tional assessments was more 
broadly focused given their pur­
pose to document planning, imple­
mentation, schedule, cost, and 
operational results. The intent of 
this report will be to use these 
studies and findings to provide 
what might be considered a more 
focused perspective on the actual 
topic of "Requirements1 for 
Systems." 

3.1 Identification of 
Systems for Study 

It must be pointed out that the 12 
systems studied do not represent 
all automated systems developed 
for processes to support Census 
2000, but rather focus on selected 
software systems. In addition, the 
preceding list of automated sys­
tems reviewed does not include 
major critical corporate systems 
(such as the Master Address File 
(MAF) and the Topologically 
Integrated and Geographic 
Encoding Reference (TIGER) sys-

1 Requirements as used in this report 
include and convey not only the actual and 
formal written documents and compilation 
process specifying the functionality required 
by a system, but also the attendant and 
directly related support functions that are 
part of any reasonable requirements process. 
This includes user identification, dissemina­
tion, reports, walkthroughs, scheduling, risk 
minimization/change control, and the like. 
Please consider this definition/concept when 
the term “requirements” is used in this 
report. 

tems) nor decennial census specific 
systems (such as the Decennial 
Master Address File (DMAF) or the 
Headquarters Processing systems). 
The inclusion of the corporate sys­
tem, The American FactFinder, sug­
gests that the intent of the pro-
gram was not to exclude systems 
with a broader purpose than the 
decennial census. The 12 systems 
studied are certainly important, if 
not necessarily critical in all cases. 
However, it is the large number of 
systems needed that contributes to 
the complexity of the development 
effort and impacts the develop­
ment process, especially the 
requirements definition process. 

3.2 Impact on Systems 
Studied 

While there are formal evaluations 
in progress for some other corpo­
rate systems, their focus does not 
appear to be their development as 
automated systems. These sys­
tems formed the foundation for 
and/or contributed significantly to 
many of the systems evaluated by 
Titan. By definition, the require­
ments of these systems influence 
requirements for the systems they 
contribute to or support. To the 
extent that their requirements are 
clearly documented and dissemi­
nated, they will have a positive 
impact on the requirements defini­
tion process and ultimately the 
development process for other sys­
tems. Poor documentation and/or 
dissemination will pose risk to 
other systems. Based on the 
analysis to date, it is not possible 
to determine the impact of this 

omission on the analysis and rec­
ommendations proposed. 

3.3 Other Census 2000 
Systems 

In addition to these major systems, 
there were various Web-based sys­
tems, hardware, and telecommuni­
cations systems developed for 
Census 2000 that contribute to the 
comprehensive automation of cen­
sus processes and, possibly, to the 
success or failure of other systems 
studied. A useful exercise would 
be to identify all the systems 
("large and small") developed for 
Census 2000 and the relationships 
and interactions among them to 
serve as a guide to the total sys­
tems development and coherent 
integration effort required to sup-
port a decennial census. 
Operational areas may be review­
ing these systems for future plan­
ning but a comprehensive review 
seems very germane to the 
Evaluations Program. 

3.4 Staff Resources 

Systems are rarely developed in 
sequence, rather they tend to be 
developed in parallel due to the 
nature of the decennial census, 
"the ultimate one-time survey." It 
is rare that in-house staffs have the 
luxury of focusing on one system 
at a time, this may be less true for 
contract staff given the nature of 
the contract world. The need to 
provide requirements for multiple 
decennial systems while meeting 
needs of other census programs is 
a balancing act particularly for any 
area that does not have a separate 
staff focused on decennial 

U.S. Census Bureau Automation of Census 2000 Processes 5 



programs. In some cases, this is a the census. The lack of involve- 2001). The reasons for this lack of 
cyclical problem with fewer ment of all appropriate staff involvement are not stated but in 
resources (staff and budget) early throughout the development effort some cases may be the result of 
in the decade and more resources 
focused on decennial activities 

for some of the systems studied is 
noted (Furno, November, 2001; 

competing priorities. 

closer to the dress rehearsal for Brinson and Fowler, December, 

6 Automation of Census 2000 Processes U.S. Census Bureau 



4. Research Questions 

There were several predefined Questions

"research questions" to be 

*1. Did we have the right require-

answered for the automated sys-

ments for each of the automat­

tems. In retrospect, these may not 

ed systems?

be the right questions to meet the


evaluation goals. Those questions *2. Did we specify the proper func­


marked with an asterisk (*) are the tionality?


original questions proposed for the 
*3. Did the system do what it was


Evaluation Program. Additional 
supposed to do in terms of


questions considered relevant to 
either its impact on data quali­


the topic were proposed and are 
ty or providing useful manage-


included in the list below.

ment information? 

Responses to all questions are 

summarized in Section 6. It must *4. Did we define our requirements 

be noted that in providing answers in a timely enough manner? 

to the research questions, there are 
5. Did system developers partici­

a number of factors that need to 
pate in definition of system

be considered. The 12 systems 
objectives and plans? 

are not equivalent in scope, length 

of use "in the field," use of contract 6. Did system developers/design-

staff, functionality, users, or length ers receive requirements? Were 

of the development cycle to name they timely? Were they com­

just a few areas of difference. The plete? 

short answer to all questions is: "It 
7. Did the systems perform to

varies by system." This is not real-
requirements? 

ly helpful to the planning process, 

so an attempt to provide a more 8. Was the system developed on 

detailed response is made. schedule? 

9. Was the system tested/quality 
controlled prior to production? 

10. Did the system/requirements 
provide needed operational 
and progress information? 

11. Were system implementation 
risks recognized and account­
ed for prior to system design 
and implementation? 

12. Were the requirements and 
resulting system software doc­
umented? 

13. Were system interface require­
ments known, communicated, 
and tested? 

14. Did the system undergo BETA 
testing and release? 

15. Were system users briefed/con­
tacted for feedback as part of 
system development/imple­
mentation? 

16. Were there unplanned system 
modifications during develop­
ment and/or production which 
affected implementation? 

U.S. Census Bureau Automation of Census 2000 Processes 7 
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5. Results of Analysis 

5.1 The Right and had a very focused purpose

Requirements and which it satisfied. Each of the

Functionality operational assessments offers


Based on the analysis by Titan and improvements (added functionali­


the operational assessments, as ty) for future development of simi­


appropriate, the right requirements lar systems. 


were specified for the 12 systems 
5.2 Data Quality and
(Coon, August 28, 2002; Brinson 
Management Information


and Fowler, 2001; Eaton, May,

2002; Titan, all). Requirements The data quality and general man-

tended to be too general or broad agement information needs speci­

for selected systems developed by fied were satisfied by the systems.

contract staff (Furno, November, However, in some cases evalua-

2001; Furno, April, 2002) and/or tions data and management

the requirements were modified reports (Furno, 2002) were not

throughout the development available as requested and Census

process (Titan, R.3.a). But all sys- Bureau specific quality assurance

tems were judged to meet their requirements were not met

major objectives despite some rec- (Brinson and Fowler, 2001).

ognized deficiencies in the require- Generally these deficiencies were a

ments definition process. result of the lateness of the


All 12 systems were judged as pro-
requirements or lack of clarity and


viding the functionality needed to 
resulting misinterpretation. It is


support/meet field, processing, or 
clear from some of the operational

assessments that users would have 

respondent needs. However, this 
was accomplished over time for 

liked additional reporting capabili­

some systems (Eaton, September, 
ties (Coon, August 28, 2002; 

2002) not necessarily in advance Eaton, September, 2002). 

of or even as part of a comprehen- However, these requirements were 

sive development effort, in some not documented as system require­
ments. It should be noted thatcases this was due to the modular 

nature of the system, in other management information needs 

cases it was a result of developer can vary by person based on their 

experience with Census 2000 oper- role in the organization. The 

ations. For those systems in use needs of one person do not neces­

for several years, such as sarily meet the needs of another; it 

PAMS/ADAMS or OCS2000, the is a chronic and uneven balancing


functionality required changed act to find the common ground.


over time due to operational

changes, legal changes, or 5.3 Requirements and


requests from users as they 
System Documentation


became more familiar (sophisticat- For most systems a requirements

ed) users of the system, among document or set of documents was

other reasons. The IDC system compiled over time and the devel­

was in use for only a few weeks opment process was characterized


by continuous change. While func­
tionality changes over multiple 
iterations of systems (such as dur­
ing the full decennial cycle) are 
expected and necessary, function­
ality changes within a single imple­
mentation are undesirable, enor­
mously risky, and should be 
avoided. 

The change from a sample census 
design to a traditional design was 
responsible for significant changes 
in requirements to the selected 
systems (Titan, R.2.a, R.3.a, R.3.d), 
though a dual strategy was already 
being followed to mitigate the neg­
ative impact on systems develop­
ment. The dual strategy did dilute 
the focus of scarce human capital 
resources for the requirements 
identification and documentation 
process. The late decision to 
include an Internet response option 
to the public by necessity resulted 
in requirements being identified 
and documented late (Titan, R.1.d). 
The Joint Applications Develop­
ment (JAD) sessions in the require­
ments definition process were very 
useful in providing a forum for the 
identification and discussion of the 
requirements. This is an opportu­
nity to include representatives 
from various constituencies with 
an impartial facilitator to ensure all 
sides are given a chance to 
express their views. A written 
document of proceedings is the 
standard product and provides a 
useful body of initial written docu­
mentation for development staff. 
The OCS2000 was one system that 
used this process frequently and 
effectively. Written requirements 
were not usually available prior to 
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the start of system development 
and, in some instances, were pre­
sented as a series of requirements 
rather than a comprehensive set 
(Furno, April, 2002). 

The completeness of the documen­
tation of requirements and the sys­
tem software varies by system. 
For systems used in the field 
offices, documentation exists in 
the form of operational manuals, 
job aids, and/or training materials. 
In addition the requirements docu­
mentation is also available. 
Examples include the OCS2000, 
ACE2000, LC/A.C.E., and 
PAMS/ADAMS systems. This issue 
is not addressed by the materials 
available for this report, as such, 
for all 12 systems. 

5.4 System Objectives, 
Plans, Functional 
Performance 

The definition of objectives and 
plans for systems in broad terms 
may be provided by management 
or planning groups to meet global 
agency objectives. The specific 
details for design and implementa­
tion are delegated to operational, 
subject matter, development, and 
other staffs, as appropriate. 
Members of the development 
teams were involved heavily in the 
definition of objectives and plans 
for systems, such as the 
PAMS/ADAMS, ACE2000, OCS2000, 
and MIS2000 systems. This was 
also true for the IQA, IDC, and 
MaRCS (Titan, R.1.c, R.1.d, R.2.d). 
The inclusion of such staff in the 
requirements definition process 
(Coon, August 28, 2002; Eaton, 
September, 2002; Titan, R.3.a, 
R.2.a, R.2.c) was responsible for 
several of the systems studied per-
forming according to requirements. 
Their involvement was useful in 
understanding what the system 
needed to do even in the absence 
of complete, written requirements 

prior to the start of the system 
development effort. All systems 
were judged to be successful, the 
results of other evaluations may 
provide insight into the degree to 
which they met requirements. 

5.5 Schedule and Testing 

All systems were developed in time 
to meet the operational start date 
with the exception of the CEFU 
system (Titan, R.1.b; Furno, April, 
2002). The operation was delayed 
for 1 month but was judged not to 
have been detrimental to this data 
collection effort. Key activity dates 
for all systems were included in 
the Master Activity Schedule (MAS) 
but the level of activity detail var­
ied considerably. This suggests 
that a standard set of activity 
lines should be followed for con­
sistency and understanding; a set 
of activities following the system 
development life cycle might be 
appropriate. 

All systems were tested prior to 
production. At a minimum, the 
development staffs performed this 
function. In other cases more for­
mal approaches were used. The 
PAMS/ADAMS, ACE2000, and 
OCS2000 were specifically required 
to use services of the Beta Site 
(BETA) (Titan, L.5, R.2.a, R.2.c, 
R.3.a). 

The contractor for DCS2000 has 
met standards developed by the 
Software Engineering Institute for 
its software development process. 
Formal testing of their systems to 
satisfy those standards is/was rou­
tine (Brinson and Fowler, 2001). 
Additional testing by BETA was 
considered redundant for this sys­
tem. The AFF specifically request­
ed support from BETA for its own 
purposes (Titan, R.3.b). 

Complete details of the testing or 
quality control processes for all 
systems are not provided. 

However, it does not appear that a 
standard testing and release 
process was followed for all sys­
tems. The role of the Beta Site was 
the subject of a separate 
evaluation and documents the 
need to clarify their role in the 
testing process and the responsi­
bilities of the applications develop­
ment staffs in using their services 
(Titan, L.5). 

5.6 Risk Mitigation and 
Unplanned Changes 

Risk mitigation/management was 
considered in the design of the 
PAMS/ADAMS, OCS2000, and 
ACE2000 by enabling the work of 
one Local Census Office to be per-
formed at another Local Census 
Office without contaminating the 
data of the "host or guest" office as 
a contingency (Coon, August 28, 
2001). System redundancy was 
also available through the Bowie 
Computer Center for selected sys­
tems. This was specifically men­
tioned as a concern in the develop­
ment of the IDC, IQA, and 
LC/A.C.E. systems due to the 
reliance on limited key personnel 
(Titan, R.1.d, R.1.c, R.2.b). This is 
an area needing further study. The 
size and complexity of the decen­
nial systems makes this a poten­
tially costly, if necessary, undertak­
ing. Recommendations to control 
changes to requirements and fully 
test decennial systems during a 
“true” Dress Rehearsal are possible 
approaches to satisfy this need for 
the future. This is another avenue 
for research. 

The 12 systems identified for this 
analysis all used Change Control 
Boards (CCBs) to minimize the dis­
ruption caused by unplanned 
change. For some systems devel­
oped by contractors (DCS2000), 
the control exercised was very 
tight (Brinson and Fowler, 2001) . 
In other cases, the CCBs monitored 
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changes but appeared to try and 
accommodate requests as much as 
possible. For example, legal and 
COTS product changes were 
responsible for modifications to 
the PAMS/ADAMS system (Eaton, 
September, 2002; Titan, R.3.a). 
These certainly affected implemen­
tation but not necessarily in a neg­
ative way. The use of CCBs is con­
sidered a best practice that should 
be promoted for future systems. 

5.7 System Interfaces 

All of the systems studied inter-
faced with other systems. These 
were extensive in some cases 
(PAMS/ADAMS); moderate in others 
(OCS 2000); or more limited, inter­
nal or external, input and/or out-
put, and so forth. The extent of 
the communication and testing 
varied by system. It should be 
acknowledged that even when test­
ing occurred and results were sat­
isfactory, problems could arise due 
to data anomalies that may not 

have been or were not anticipated 
in the test process. It has been 
clear that interfaces between the 
MIS2000 and feeder systems 
would occur. These were part of 
the design and development 
process (Titan, R.3.c). It is also 
clear that the output requirements 
for IDC to interface with the data 
processing system were not con­
sidered sufficiently (Coon, March, 
2002). The reliance of decennial 
systems on one another makes the 
complete inventory of systems, the 
identification of the interfaces/rela­
tionships of those systems, and 
their requirements an extremely 
critical undertaking for future sys­
tems development. 

5.8 Role of Users 

The users for the systems studied 
consisted of respondents; call cen­
ter operators; Headquarters users 
from the subject matter, opera­
tional, quality assurance, and eval­
uations areas; field and processing 

office staffs; and so forth. In some 
cases, staff were temporary hires 
with little automation background, 
in other cases they were long-time 
users of automation, if not the spe­
cific system(s). It is fair to say that 
for systems used by/for respon­
dents such as the IDC, IQA, TQA, 
or CEFU, respondents were not 
involved in the development 
process until such time as usability 
testing, focus groups, or other 
such methods were applied. 
Headquarters users (developers of 
requirements) were involved in 
development and implementation 
for field systems, such as 
PAMS/ADAMS, OCS2000, and so 
forth. In some cases, staff from 
the regional offices actually partici­
pated in requirements definition 
and testing. The dry runs conduct­
ed in the processing centers for 
DCS2000 involved users (Brinson 
and Fowler, 2001). But in many 
cases, only simulations of actual 
users were involved in the devel­
opment effort. 
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6. Recommendations 

The following list of recommenda:
tions represents a summary of 
those provided in the Systems 
Requirements Studies conducted 
by Titan, and the operational 
assessments prepared by 
Decennial Management Division 
staff. The actual wording of a rec:
ommendation may have been mod:
ified for this report to improve 
readability. The specific study(ies) 
and/or assessment is provided in 
parentheses. The categorizations 
are from the topic report authors. 

6.1 Process Improvement 

Implement formalized processes to 
guide the system development 
cycle (Titan, R.1.a, R.1.b, R.1.c, 
R.1.d, R.2.c, R.2.d, R.3.b). 

Institute development efforts early 
enough so that fully tested, robust 
systems are available for the Dress 
Rehearsal (Titan, R.1.a, R.1.b, 
R.2.b, R.2.b; Furno, 2001; Furno, 
2002). 

Increase the use of Joint 
Applications Development and 
Rapid Applications Development 
concepts for development efforts 
(Titan, R.1.a, R.2.b). 

Encourage the participation of in-
house personnel from all relevant 
disciplines in the planning, identifi:
cation of user requirements, speci:
fications, development, and testing 
processes for new systems (Titan, 
R.3.d). 

Focus high level management 
attention on each phase of a sys:
tem's life-cycle to ensure there are 
sufficient resources applied to the 
task (Titan, R.3.c). Each phase is 

critical to the success of the mis:
sion that the system supports. 

Define project management tools 
for all system development efforts 
so that resources from contract 
management and development 
staffs can focus on the actual man:
agement and development activi:
ties (Titan, R.3.c). 

Consider contingency planning 
when selecting personnel for high 
profile system development and 
operational activities (Titan, R.1.c, 
R.1.d). 

Develop overall quality standards 
and guidelines as a minimum 
requirement for decennial systems 
(Titan, R.3.d). 

Schedule development activities so 
that ample time is allowed for the 
Dress Rehearsal (Titan, R.1.d; 
Coon, March, 2002). 

Ensure that all team members, 
such as subject matter experts, 
stay actively involved in the con:
tinued translation of requirements 
and the resolution of technical 
issues throughout the development 
effort (Titan, R.1.a, R.1.b, R.3.d; 
Eaton, September, 2002). 

Require the use of formalized 
change control processes as part 
of all development efforts (Titan, 
R.1.a, R.1.b, R.2.a, R.2.d, R.3.a, 
R.3.b; Furno, 2002). 

6.2 Environment 

Strengthen the division responsible 
for the overall management of 
information technology so that it 
can better manage and coordinate 
system development activities, 

prior to the next decennial census 
(Titan, 2002). 

Avoid compressed development 
schedules, to the extent possible. 
They introduce additional techni:
cal, cost, and schedule risks for 
the Census Bureau. Determine 
funding priorities and initiate sys:
tem planning and requirements 
definition efforts early on to allow 
sufficient program documentation, 
and user training (Titan, R.1.c, 
R.1.d). 

Define, document, and share the 
purpose of the system and the 
appropriate user community (i.e. 
those who should have access) 
prior to deployment with other 
system development efforts to 
control expectations, avoid over-
laps in functionality, and enhance 
data sharing (Titan, R.2.a). 

Explore future system interfacing 
needs, as soon as possible, so that 
provisions can be made early on to 
simulate data feeds that may oth:
erwise be unavailable (Titan, 
R.2.a). 

Select proven, state-of-the-art tech:
nologies early enough to ensure 
sufficient time for testing and inte:
gration with other technologies for 
the 2010 Census (Titan, R.1.a). 

Consider educating contractors 
about the nature and history of the 
census through an orientation pro-
gram (Titan, R.2.a; Furno, 2001). 

Reduce contractor turnover from 
"better offers" or extenuating per:
sonal circumstances, to the extent 
possible, by taking certain steps 
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during contract negotiations with 
the vendor (Titan, R.2.b, R.2.c). 

Define the role and responsibility 
of the contractor in the statement 
of work; however, Census Bureau 
personnel should retain the final 
decision-making authority for plan:
ning, development, deployment, 
and maintenance issues (Titan, 
R.2.d). 

Consider incorporating contractual 
provisions that require contractors 
to demonstrate their abilities to 
produce critical deliverables (Titan, 
R.1.d). 

6.3 Support 

Consider the essential role of the 
Help Desk in the overall operation 
and ongoing maintenance of a sys:
tem. It should be a factor that is 
considered when system adminis:
trators will not be able to address 
every technical problem by relying 
solely on manuals and other forms 
of written documentation (Titan, 
R.2.c). 

Institute a formalized training pro-
gram (Titan, R.3.a). 

Initiate early planning efforts to 
enable the Beta Site operation to 
scope out its requirements for 
physical, technical, and personnel 
resources, so that it can accommo:
date an increased testing workload 
(Titan, L.5, R.2.d). 

Use an experienced staff during 
the requirements phase dedicated 
to handling technical matters with 

internal support organizations to 
minimize the amount and com:
plexity of technical issues that 
must be addressed. Training 
issues can also be minimized with 
this approach. Address the need 
for on-going technical support dur:
ing the requirements development 
process by ensuring that adequate 
resources are available (Titan, 
R.3.c). 

6.4 Specific Requirements 

Conduct customer segmentation 
analyses as early as possible in the 
system development process 
(Titan, R.3.b). 

Identify reporting needs during the 
requirements process. Production 
of reports is a functional require:
ment for systems (Titan, R.3.a). 

Develop the payroll/personnel sys:
tem needs early in the decennial 
cycle (Eaton, September, 2002). 

Publicize the next generation 
(Internet) system, or any system 
intended for public use, widely to 
ensure maximum utilization (Titan, 
R.1.c, R.1.d). 

Plan for the Internet to have a 
major impact on data collection for 
the 2010 Census (Titan, R.1.c, 
R.1.d). 

Communicate any requirements for 
foreign language support to devel:
opers so they can anticipate the 
complexities of incorporating such 
functionality (Titan, R.2.c). 

Create a separate data warehouse, 
updated in real time from produc:
tion, for users to access data for 
reporting and analysis (Eaton, 
September, 2002). 

Standardize global element defini:
tions between feeder systems to 
produce reliable results in an effi:
cient manner or a mass conversion 
effort will be required as executive 
information systems collect and 
aggregate data from multiple 
sources (Titan, R.3.c). 

Assign a dedicated contracting offi:
cer whenever a large and/or criti:
cal system development project is 
undertaken (Titan, R.2.a). 

Design systems in a modular fash:
ion, given the number of high 
impact external factors that can 
affect system requirements in con-
junction with time limitations 
imposed by law. Ensure the sys:
tems are adequately sized and 
flexible enough to accommodate 
these types of changes (Titan, 
R.3.a). 

Align the instrument design 
requirement with the business 
process of remote data collection 
and emulate in future applications 
involving laptop instruments 
(Titan, R.2.b). 

Consider using the Concept of 
Operations (CONOPS) approach for 
those decennial systems where 
requirements are unusually com:
plex (Titan, 2002). 
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7. Topic Report Authors' Recommendation 

From the above list provided by 
Titan and the operational assess:
ments, the following subset repre:
sents the topic report authors' sug:
gestions for most immediate 
consideration, research, and imple:
mentation, as appropriate. It 
should be noted that many of the 
recommendations made by Titan 
and others do not distinguish 
between those applications that 
are destined to be developed by 
contractors and those that are 
more likely to be developed in-
house. Similarly, it is clear that 
one of the big challenges for the 
future is the timely identification of 
all census processes that are can:
didates for automation solutions 
and from that list, those that 
should be considered for contrac:
tual support versus in-house devel:
opment. However, the decisions 
on developmental ownership 
should not be made without a 
thorough understanding of the sta:
tus and breadth of a system's 
requirements and its supporting 
process. Those systems for which 
definitive requirements did not 
exist or existed only late in the 
census cycle stood a much better 
chance of implementation success 
through the use of internal 
"heroes" rather than contractors. 
That is, in these situations, the 
internal staff's experience and 
understanding of both the census 
and how to operate within the 
Census Bureau culture make it 
extremely difficult for contractors 
to satisfy Bureau customers in 
projects involving the late defini:
tion of requirements. Conse:
quently, the topic report authors 
chose to emphasize the concepts 

that were common to a large num:
ber of systems, rather than those 
mentioned in a single study or 
assessment. The qualitative nature 
of the data suggests that addition:
al research is warranted before 
embracing the recommendations 
fully for wide application. 

Recommendation 

The common theme in all the stud:
ies and assessments is the critical 
need for a comprehensive, docu:
mented set of overall requirements 
for each system. 

Recommendation: The require­
ments process must be given 
the initial focus and founda­
tion for improved software/ 
system development. 

This is not as simple as it may 
appear on the surface. Consider 
the following components of this 
process of defining overall require:
ments: 

1. Identification of all census 
processes and the relationships 
among those processes that 
would determine necessary inte:
gration and compatibility of data 
among them and their support:
ing systems that are candidates 
for an automation solution, i.e. 
system. It is possible that the 
relative benefits for automating 
a census process are out-
weighed by the resources 
required; priorities must be 
established if resources (time, 
money, and human) are limited. 

2. Identification of all staff that 
have requirements for a given 
system: users (including respon:

dents, operational, subject mat:
ter, quality assurance, and eval:
uations users), developers, 
testers (including BETA), train:
ers, writers, Help Desk, and sys:
tems staff (i.e. database design:
ers, network, and the like), as 
appropriate. The same compo:
nent groups may not be appro:
priate for all systems. This is 
one aspect of the complexity of 
the requirements definition 
process. 

3. Development of tools/guidelines 
for use by those responsible for 
requirements identification to 
ensure that the needed level of 
detail, testability, and content is 
provided in the resulting docu:
ment(s). Requirements docu:
ments must include, as appro:
priate, the testable functionality 
expected, interfaces with other 
systems, data input and output, 
validation (edits and/or quality 
assurance needs), report, legal, 
and evaluation needs of users. 

4. Training the staff on the use of 
the requirements process 
tools/guidelines. Part of the 
training process is ensuring staff 
have an understanding of the 
software/system development 
life cycle. 

5. Identification of hardware, oper:
ating system, and telecommuni:
cations environment in which 
the system will be used. 
Requirements may be independ:
ent of these, however, an 
assessment of the effect of 
these components on system 
requirements is essential to the 
development effort. 

U.S. Census Bureau Automation of Census 2000 Processes 15 



6. Identification of a clear set of 
roles and responsibilities, rela:
tionships and interdependencies 
with respect to all aspects of the 
system development process. 
There are activities that clearly 
are the responsibility of a specif:
ic group, for example develop:
ers are responsible for develop:
ment and quality assurance (QA) 
staff are responsible for the 
preparation of QA require:
ments, but the responsibility for 
other activities may be more 

ambiguous, such as testing or 
preparation of training, especial:
ly if the desired training format 
is computer-based. 

7. Development of a comprehen:
sive and integrated acceptance 
test program should be estab:
lished as part of the require:
ments process. Although devel:
oped in concert with 
requirements gathering, its pur:
pose will be to independently 
validate and verify that software 

and systems are accurately 

interpreted and meet user 

needs. Users may play a vital 

role in the construction of test 

cases and in carrying out the 

testing process. The success of 

an acceptance test program 

ensures the requirements are 

functionally sound, and that 

they integrate with other decen:

nial components without 

adverse impact on existing 

operations. 
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8. Actions to Date 

Some positive first steps have been 
taken following Census 2000 
towards planning for the imple:
mentation of the recommendation. 
The Census Bureau has developed 
a project management program in 
conjunction with George 
Washington University with an 
emphasis on automation projects 
that is preparing staff to under-
stand and manage software/sys:
tem development projects more 
effectively. The program acknowl:
edges the importance of the 
requirements process, the human 
factors, as well as, the technical 
aspects of the process, and 
demonstrates a commitment to 
changing business practices. 

The decennial management staff 
sponsored a well-attended series 

of software engineering classes 
(provided by The Learning Tree 
Corporation) that emphasizes 
understanding the requirements 
process, the quality assurance 
process for software development, 
software testing, and other critical 
development areas, again demon:
strating a recognition of the impor:
tance and commitment to improv:
ing software/system development 
efforts. In addition to training 
staff, a formal requirements defini:
tion, management, and acceptance 
process has been initiated for the 
2004 Census Test systems. To 
support these efforts, the Census 
Bureau has established the Census 
Software Engineering Process 
Group (SEPG). The SEPG is an inter-
directorate group that facilitates 

the development, use, and mainte:
nance of the Census Software 
Process and acts as the coordinat:
ing body for improving software 
development and maintenance 
business processes throughout the 
Census Bureau. 

The Census Bureau is also under-
taking a 2010 Census enterprise 
architecture project to comprehen:
sively map out all the business 
processes and relationships 
(inputs/outputs/data flows) of the 
decennial census so that documen:
tation of a sound logical and physi:
cal architecture can be prepared. 
This should lead to the develop:
ment of a coherent and compatible 
set of systems for the 2010 
Census. 
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9. Summary 

In the summary report prepared by 
Titan, there is an excellent state:
ment of the system development 
environment at the Census Bureau. 
It is thought provoking and worth 
inclusion in this report for that rea:
son. 

Unlike most other federal 
agencies that develop systems 
in response to long term 
needs, the Census Bureau's 
decennial systems are 
designed for a specific event. 
This contributes to a rather 
unique development environ:
ment and a mind set that often 
views decennial systems as 
being one-time ‘throw away' 
applications, because they are 
operational over a very brief 
period. The typical federal 
system has an extended life-
cycle and time to evolve . . . 
but decennial systems only 
have one chance to ‘get it 
right.' . . . many decennial 
systems involve nationwide 
data processing activities and 
have unusual demands in 
terms of the massive amounts 
of data that are captured and 
processed within a very short 
time frame. Thus, the need for 
an effective planning process 
is essential. 

Because these unique consider:
ations have impacted develop:
ment efforts in the past, the 
collection of recommendations 
. . . need to be viewed in the 
context of the Census Bureau's 
environment and its reliance 
on human capital. The latter 

has proven to be a highly valu:
able asset that has tended to 
compensate for lack of a 
methodical approach to system 
development. The Census 
Bureau needs to retain as 
much of this base of intellectu:
al knowledge and census expe:
rience as possible, but it can-
not be relied upon as a 
substitute for adequate sys:
tems planning 

Given the high probability of 
increased reliance on automat:
ed systems in 2010 and the 
rapid pace of technological 
change . . . an effective 
requirements definition 
process will be a key element 
underlying system develop:
ment activities for the 2010 
Census. Accordingly, a major 
effort will be required to pro-
mote this process and educate 
Census Bureau staff about its 
importance and benefits. 

The lack of a consistent, meaning:
ful requirements definition and/or 
management process is the com:
mon thread running through nearly 
all of the automated systems 
requirements studies and opera:
tional assessments. This lack 
takes many forms depending on 
the application, developer, and/or 
method of development/implemen:
tation. It is clear, however, that 
there are serious negative conse:
quences that emanate from this 
process flaw; these may affect indi:
viduals, directly or indirectly, the 
automated systems themselves, 
along with their 

operational/administrative func:
tions. An even basic requirements 
management process would not 
only allow for more measured 
internally fulfilled automated sys:
tem implementations, but would 
also provide a vehicle for making 
better decisions on the wisdom 
and risk associated with outsourc:
ing various applications. The 
introduction of consistency in the 
systems development process has 
the added advantages of ensuring 
common understanding of partici:
pants in diverse ways: as they 
define the activity schedules fol:
lowing the system life cycle to 
monitor progress, as they develop 
comprehensive requirements for 
each system, and as they develop 
test plans to measure performance 
of systems, to name a few. 

Just as "system requirements" justi:
fied the 12 studies, they are also 
the foundation the Census Bureau 
can, and must, build upon. The 
studies and assessments provided 
a valuable set of recommendations 
from which focus and direction can 
be taken. As progress is made to 
achieving improvements in this 
process, attention can be directed 
towards other proposed changes. 
At the same time, the development 
staff also needs to be involved in 
changing its culture to know what 
to do when and if they meet the 
upstream cultural change which 
produces consistently complete, 
timely, and managed requirements 
as the necessary and only founda:
tion for real systems change and 
systems excellence. 
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Appendix 

The following is the draft list of 
questions developed for interview­
ing key personnel involved in the 
Telephone Questionnaire 
Assistance (TQA) System. The 
objective of the study is to "deter-
mine if proper system functionality 
was defined." The initial set of 
questions was used for all system 
evaluations; those identified as 
system specific apply to the TQA 
system only. A similar set of spe­
cific questions was prepared for 
each system. 

TQA Question Set for 
Census System Evaluations 

Requirements Definition 
Process: 

1. How was the need to develop 
the system identified? 

• Enhancement to existing sys­
tem? 

• Past census experience and 
lessons learned from earlier 
efforts? 

• Federal mandate? 

• Feedback from the public? 

2. What percentage of the overall 
system development effort was 
devoted to requirements defini­
tion? 

3. Who was involved in the require­
ments definition process for this 
system? 

• Census management? 

• Other system managers within 
Census? 

• Other federal agencies? 

• System developers? • On-going maintenance? 

• Other? Please explain. 9. How would you define the effec­
tiveness of the requirements 

4. How was the requirements 
definition process? 

process planned? 
• Needs were fully defined with-

5. How were the actual require- in the documented require­
ments generated? ments? 

6. How were the resulting require- • Needs were partially defined
ments documented? within the documented 

7. Were standards and guidelines requirements? If yes, why 

available to assist in the plan- were only some of the known 

ning, specification, and docu- requirements included for 

mentation processes? Were development? 

these used during requirements 10. Of those requirements docu­
definition? mented and forwarded for sys­

• If yes, what was the source for tem development, what per-

this guidance documentation? centage were actually included 

Were these guidelines effective in the deployed system? 

in providing direction for the • If less than 100 percent, why 
requirements definition were some requirements not 
process? If not, how could the implemented (due to changes
guidelines be improved? in management direction, time 

8. How were the following issues and budget constraints, or 

addressed during requirements technology limitations)? Are 

definition? these requirements being con­
sidered in future enhance­

• System capacity (i.e. system ments? 
demand and data volume

requirements)? 11. What was the most successful


aspect of the requirements def­
• System availability (i.e. uptime inition process? 

requirements and failure con­

tingencies)? 12. What was the least successful


aspect of the requirements def­
• Data quality? inition process? 

• System security (i.e. physical Align System with Business 
and data security require- Processes: 
ments)? 

13. Did the requirements definition 
• Training? process take into consideration 

• Documentation? 
be impacted, and how, before 
what business processes would 

• System scaleability (i.e. growth 
requirements)? were initiated? 

system development activities 
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14. To what extent were the opera­
tional issues associated with 
these business processes con­
sidered during requirements 
definition? 

15. Once deployed, how successful 
was the system in supporting 
these business processes? 

16. Did the implementation and 
use of the system require 
changes to the associated busi­
ness processes? 

• If yes, were these changes 
improvements to workflow and 
processing efficiencies (i.e. a 
benefit of system implementa­
tion) or were these changes 
process workarounds neces­
sary to use the system in a 
production environment? 

17. Was any aspect of the business 
process neglected in terms of 
system support? 

• If yes, how much of an impact 
did this lack of support have 
on conducting the census? 

18. Was any aspect of the business 
process over-emphasized in 
terms of system support? 

• If yes, how much of an impact 
did this over-emphasis of sup-
port have on conducting the 
census (i.e. unnecessary steps 
or tasks, increased training, 
etc.)? 

19. Using 100 as a perfect score, 
what rating would this system 
receive in terms of being the 
"right system for the job"? 

• If less than 80, what measures 
could have been taken to 
improve the ability of the sys­
tem to support the actual busi­
ness processes? 

System Inadequacies/ 
Deficiencies: 

20. Did the system achieve 
improvements in the BOC's 
responsiveness to user's 
needs? 

21. Was the information generated 
by the system for management 
purposes satisfactory (i.e. did 
it enhance improved decision 
making and awareness of 
progress)? Was the information 
provided complete and useful, 
and was it made available in an 
effective format? 

22. Did the system user interface 
function as designed? If not, 
what was the impact on opera­
tional efficiencies? 

23. Was the timeline (contract mile-
stones) appropriately defined 
by BOC and found to be con­
sistent with the technical sup-
port requirements and data 
collection priorities? 

24. Did the system meet stated 
requirements for adequate con­
fidentiality and security related 
to system access or file stor­
age? 

25. Was system reliability deficient 
in any respect? Did the tech­
nology accomplish what it was 
supposed to do in terms of fre­
quency and accuracy? 

26. Was the technology successful 
in integrating with other prod­
ucts, platforms, systems, or 
operations? 

27. Were system costs appropriate 
in comparision with the bene­
fits received? 

28. Were adequate training require­
ments developed? Was the 
necessary training provided by 
the vendor? 

29. What was the most significant 
inadequacy/deficiency noted in the 
system and how did this impact 
census operations? 

Contract Management Process: 

30. Were the requirements defined 
in a manner that was timely 
enough to enable full develop­
ment of the statement of work? 
If no, what was the impact on 
contract management effective­
ness given the lack of specific 
requirements until very late in 
the cycle? 

31. Did the contract (s) succeed in 
terms of acquiring expertise, 
knowledge, and abilities need­
ed by the Census Bureau 
(BOC)? 

32. Were contract programmers 
technically qualified and effec­
tive in terms of performing 
system development activities? 

33. What best describes the con-
tractor's (i.e. provider of devel­
opment, programmatic, or 
operational support) on-the-job 
performance? Apply scale of: 
excellent, very good, good, 
average, and below average. 

34. Is there any risk posed by rely­
ing on outsourcing, especially 
the potential for losing "corpo­
rate knowledge," by giving sys­
tem development responsibility 
to contractors? 

35. How well was work exchanged 
or coordinated between con-
tractors and with the BOC? 

36. Did the contractor produce the 
products/services outlined in 
the statement of work (SOW) 
and in accordance with the 
contract delivery schedule? If 
not, what corrective actions 
were taken? 

37. Were adequate quality assur­
ance mechanisms stipulated in 
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the contract by BOC and were 
those mechanisms applied by 
the contractor? How did the 
BOC measure the contractor's 
effectiveness? 

38. Was the work performed within 
the projected cost parameters? 

39. Did BOC's contracting staff 
have an effective process for 
dealing with contractors and 
the BOC subject matter staff 
responsible for overseeing the 
development and operation of 
the system (i.e. the program 
office)? 

40. Conversely, did the program 
office have an effective process 
for dealing with the contrac­
tors and BOC's contracting 
staff? 

41. How well did the program 
office manage the contract(s)? 
How effective was contract 
management with respect to 

dealing with changing require­

ments? 

42. Are additional skills needed to 

improve the effectiveness of 

contract management activi­

ties? If so, what specific skills 

are needed? 

43. What "lessons learned" can 

help to improve future contract 

management activities and/or 

contribute to the development 

of "best practices"? 

TQA System-Specific Issues-Did 

the requirements definition 

and system planning process­

es give sufficient considera­

tion to: 

44. Establishing accurate require­

ments for the Operator Support 

System (OSS)? 

45. Establishing accurate require­

ments for the Interactive Voice 

Response (IVR) System? 

46. Identification of criteria used to 
assess scope of system (num­
ber of call centers, number of 
operators, telecom network)? 

47. Identification of design issues 
associated with integration of 
technology and human opera-
tor response? 

48. Assessing potential impacts on 
coverage and response rates 
(considerations used to 
increase response and accept­
ance)? 

49. Implementing seamless call 
routine in accordance with 
actual TQA needs? 

50. Providing for the information 
capture process (types of calls 
by call center and in the aggre­
gate) and transmission to BOC? 

51. Defining metrics for the TQA 
Performance Measures matrix? 

52. Transcription and fulfillment 
center functions? 
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