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Foreword
 The Census 2000 Testing, Experimentation, and Evaluation Program 
provides measures of effectiveness for the Census 2000 design, 
operations, systems, and processes and provides information on 
the value of new or different methodologies. By providing measures 
of how well Census 2000 was conducted, this program fully sup-
ports the Census Bureau’s strategy to integrate the 2010 planning 
process with ongoing Master Address File/TIGER enhancements and 
the American Community Survey. The purpose of the report that 
follows is to integrate findings and provide context and background 
for interpretation of related Census 2000 evaluations, experiments, 
and other assessments to make recommendations for planning 
the 2010 Census. Census 2000 Testing, Experimentation, and 
Evaluation reports are available on the Census Bureau’s Internet site 
at: www.census.gov/pred/www/. 
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Executive Summary


The purpose of this report is to 
synthesize results from Census 
2000 evaluations and other assess4
ments of the quality of census data 
on population and housing charac4
teristics and to make recommenda4
tions for planning the 2010 cen4
sus. 

The formal studies of content and 
data quality included in the Census 
2000 Testing, Experimentation, 
and Evaluation Program include 
five studies covering— 

• 5nonresponse and imputation for 
the 100 percent census items, 

• 5response variance for most 
items included in Census 2000, 
and 

• 5consistency of information from 
selected census items with simi4
lar information from other data 
sources. 

The analysis included here also is 
based on a set of tabulations pre-
pared for the National Academy of 
Sciences, Committee on National 
Statistics. These tabulations show 
information on allocation for miss4
ing responses for the Census 2000 
sample (long form) questionnaire 
in comparison with the 1990 
Census and the Census 2000 
Supplementary Survey. Also 
included is some limited informa4
tion on the quality of Census 2000 
coding operations. 

Evaluation report B.1.b, Analysis of 
Item Nonresponse Rates for the 
100 Percent Housing and 
Population Items from Census 
2000, provides the base set of 
information on the quality of cen4

sus data. Consideration of pat-
terns of nonresponse is critical for 
improving question design, train4
ing, and procedures and thereby 
improving quality in future census4
es. Nonresponse rates for the 100 
percent items in Census 2000 were 
fairly low overall, ranging from 1.1 
to 4.1 percent. 

In report B.1.a, Analysis of 
Imputation Rates for the 100 
Percent Person and Housing Unit 
Data Items from Census 2000, 
imputation refers to assignment 
and allocation. The data show 
that, as expected, patterns of 
imputation varied in a manner sim4
ilar to nonresponse rates. 
Imputation rates ranged from a 
low of 2.0 percent for sex to 5.1 
percent for age and 5.5 percent for 
tenure. Imputation rates are high4
er than nonresponse rates shown 
in these studies partially because 
of universe differences. Also, 
responses that were not meaning4
ful or that were not consistent with 
other information for the person 
were treated as blank and were 
imputed. Short forms had some4
what lower imputation rates than 
the same items on census long 
forms for all items except race. 
The biggest difference between 
short and long form imputation 
rates was for the item on housing 
tenure, which was most likely 
related to the design of the long 
form questionnaire. 

Except for the item on Hispanic 
origin, self response question4
naires had lower imputation rates 
than enumerator filled question4
naires. 

Questionnaires received via the 
Internet or Telephone Question4
naire Assistance had quite low 
imputation rates. These forms of 
response required a proactive 
effort on the part of the household 
and, therefore, are likely to reflect 
a segment of the population highly 
motivated to participate in the 
census. 

The tabulations prepared for the 
National Academy of Sciences 
show that only a few sample items 
in Census 2000 had lower alloca4
tion rates than in 1990. For one of 
these, the item on length of serv4
ice in the Armed Forces, a ques4
tionnaire design change made to 
improve reporting appears to have 
been successful. 

Many sample items in Census 
2000 had at least double the rate 
of allocation that occurred in the 
1990 Census. At least part of this 
increase can be attributed to pro4
cedural changes between 1990 
and 2000. 

The Census 2000 Supplementary 
Survey was included as part of 
Census 2000 to determine whether 
such an independent sample sur4
vey (the American Community 
Survey) with essentially the same 
content as the census sample form 
could be accomplished successful4
ly during the same time period as 
the census itself. One might 
expect the quality of these data to 
be better than the Census 2000 
sample data since the exclusive 
focus of the supplementary sample 
and the American Community 
Survey is to provide high quality 
measures of social, economic and 

U.S. Census Bureau Content and Data Quality in Census 2000 1 



housing variables. This expecta4
tion was realized in terms of allo4
cation rates. 

The purpose of the Content 
Reinterview Survey was to measure 
the consistency of response to 
questions asked in the census. 
Response variance can result from 
a number of factors, but high 
measures of variability usually 
indicate that the question needs 
improvement, the concept is diffi4
cult to measure in a setting that is 
primarily self response, and/or 
that the respondent was unable to 
provide the information desired. 
The measures of simple response 
variance from the Content 
Reinterview Survey also reflect 
methodological limitations of the 
reinterview and differences 
between the Census 2000 and 
Content Reinterview Survey meth4
ods. 

For the long form census questions 
evaluated in the Content 

Reinterview Survey, the index of 

inconsistency (measure of 

response variance) ranged from 

quite low levels under ten to some 

very high levels over 75. Some 

questions with extensive and criti4

cal government uses like race, abil4

ity to speak English, and selected 

income types had rather high 

measures of inconsistency. 

Possible reasons behind response 

variability include the subjective 

nature of some questions, the 

effect of rare occurrences on the 

calculation of the index, recall 

problems, and privacy concerns. 

To those individuals planning the 

2010 Census, questions with seri4

ous quality problems signal the 

need for further work in question 

design, procedures, and concept 

clarification. To users of Census 

2000 data, quality problems 

should be a warning to use data 

from these items with caution. 

A Census 2000 auxiliary assess4
ment study compared employ4
ment, income, and poverty data 
from Census 2000 to such data 
from the Current Population 
Survey. This was conducted by the 
Census Bureau in partnership with 
the Bureau of Labor Statistics. 
Since the Current Population 
Survey is designed specifically to 
provide the measures of employ4
ment and income at the national 
and state levels for the federal 
government, these measures are 
viewed as standards against which 
the census results are compared. 
The differences between the two 
data sources are such that addi4
tional work is needed to explain 
the reasons behind them. Some 
answers may be forthcoming from 
Study B.7, not completed in time 
for this report. That study match4
es individual responses from the 
Current Population Survey with the 
responses for the same person in 
Census 2000. 

2 Content and Data Quality in Census 2000 U.S. Census Bureau 



1. Introduction 

This report summarizes key results 
on content and data quality from 
the Census 2000 Testing, 
Experimentation, and Evaluation 
Program. It also includes assess4
ments of data quality from tabula4
tions and reports not part of the 
formal program. 

The formal studies include analy4
ses of nonresponse and imputation 
for the 100 percent census items, 
response variance for most census 
data items, and consistency of 
selected census information with 
similar data from other sources. 

The other assessments cover allo4
cation for missing responses for 
sample (long form) Census 2000 
data items, comparison of sample 
data completeness with the 1990 
Census and the Census 2000 
Supplementary Survey, and limited 
information on the quality of 
Census 2000 coding operations. 

U.S. Census Bureau Content and Data Quality in Census 2000 3 
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2. Background 

Census 2000 differed from the 
1990 Census in a number of ways 
that directly or indirectly affected 
the quality of the resulting statis4
tics. This report focuses on the 
quality of the characteristics data 
produced from the census, not the 
completeness of the population 
counts. The studies summarized 
herein cannot directly measure the 
effect of any one factor on the 
quality of a particular statistic or 
set of numbers but it is often pos4
sible to theorize about such rela4
tionships. 

Among changes designed to affect 
census content results were 
changes to the wording, format or 
placement of questions between 
1990 and 2000. For example, the 
question on Hispanic origin was 
placed before the question on race 
in an effort to improve the level 
and quality of response. Details 
on such changes are contained in a 
number of formal documents on 
testing done in preparation for 
Census 2000, which are cited in 
the References section of this 
report. 

There were also changes with a 
possible indirect effect on the con-
tent quality. For the first time in 
Census 2000, names of persons 
entered on the questionnaire were 
captured in computer-readable 
form and could be used in process4
ing. This was done primarily to 
improve the population counts but 
it also allowed the "assignment" of 
sex for individuals for whom this 
characteristic was not reported. 

Other procedural changes in 
Census 2000 (as compared to 
1990) also had potential impact on 
content quality. For example, in 
1990 there was an operation 
designed to improve the complete4
ness of information on the sample 
questionnaires through a follow-up 
interview for questionnaires with 
excessive blanks. There was no 
similar operation in Census 2000. 
This may have served to increase 
nonresponse for questions on the 
2000 sample long form. 

In an attempt to encourage mail 
response in Census 2000 the basic 
mail questionnaire was made as 

short as possible and allowed 

room to record information for 

only six household members. 

Since it was often difficult to 

obtain the information for persons 

in larger households, this too may 

have increased nonresponse for 

the questions. 

Perhaps the most important con-

tent-related improvement in 

Census 2000 was the inclusion of 

the Census 2000 Supplementary 

Survey (C2SS). The C2SS was con4

ducted to demonstrate the feasibil4

ity of collecting long form informa4

tion at the same time as, but in a 

separate process from the census. 

It used the American Community 

Survey questionnaire and proce4

dures and covered 1,203 counties 

nationwide surveying 58,000 

households each month. As a 

result, we have a comparison of 

results from the Census 2000 and 

the C2SS for the same content 

areas. This will be a critical plan4

ning tool for the 2010 Census. 

U.S. Census Bureau Content and Data Quality in Census 2000 5 
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3. Scope 

The primary purpose of this topic 
report is to summarize the findings 
and recommendations from the 
formal studies of content and data 
quality included in the Census 
2000 Testing, Experimentation, 
and Evaluation Program. These 
studies include­

• 	Census 2000 Evaluation B.1.a, 
Analysis of Imputation Rates for 
the 100 Percent Person and 
Housing Unit Data Items from 
Census 2000 

• 	Census 2000 Evaluation B.1.b, 
Analysis of Item Nonresponse 
Rates for the 100 Percent 
Housing and Population Items 
from Census 2000 

• 	Census 2000 Evaluation B.5, 

Census 2000 Content 

Reinterview Survey: Accuracy of 

Data for Selected Population and 

Housing Characteristics as 

Measured by Reinterview 

• 	Census 2000 Evaluation B.7, 

Current Population Survey (CPS)­

Census 2000 Match Study (not 

available at the time this report 

was prepared) 

• 	Census 2000 Auxiliary 

Assessment, Comparing 

Employment, Income, and 

Poverty: Census 2000 and the 

Current Population Survey 

The analysis also is based on a set 
of tabulations prepared for the 
National Academy of Sciences, 
Committee on National Statistics, 
showing information on allocation 
for missing responses for the 
Census 2000 sample (long form) 
questionnaire in comparison with 
the 1990 Census and with the 
C2SS. In addition, information on 
the quality of the coding processes 
for selected Census 2000 content 
items has been extracted from 
selected documents not part of the 
formal evaluation program. 

There is a related topic report 
focusing on the race and ethnicity 
data from Census 2000. 

U.S. Census Bureau Content and Data Quality in Census 2000 7 
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4. Definitions 

There are a number of ways to 
characterize the quality of the con-
tent results from a census or sur­
vey. Although sampling error is 
often the primary source of error 
that can be measured for statistical 
results, sampling error is minimal 
for census results at the national 
level. 

Types of nonsampling error include 
coverage error, household and data 
item nonresponse, errors intro­
duced in the processing of the 
information (for example, coding 
of responses), and measurement 
error. This last type of error is 
quantified by studies that measure 
the consistency of responses to an 
item from successive reports (that 
is, the census response and the 
content reinterview), and the con­
sistency of the resulting statistics 
across separate measurement sys­
tems (for example, the Census and 
Current Population Survey results 
for the same topic.) This report 
contains to varying degrees infor­
mation on each of these types of 
measures, with the exception of 
coverage error. 

In reading the sections that follow, 
it is important to understand the 
meaning of the various quality 
measures. Therefore, a set of defi­
nitions is included here for easy 
reference. 

Item Nonresponse —This 
refers to whether there is an 
entry for a data item, regardless 
of whether it is an acceptable 
response. This includes appar­

ent responses that are not valid 
answers or are inconsistent with 
other information for the per-
son. In such cases, the entry is 
not accepted and the item is 
treated as a blank in the imputa­
tion process. 

Imputation —Three compo­
nents comprise the imputation 
process for Census 2000—sub-
stitutions, assignments, and 
allocations, as defined below. 
For the analysis of individual 
data items in Report B.1.a 
(Section 7.2 of this report) the 
term "imputation" includes 
assignments and allocations. 
For the analysis in section 7.3, 
only allocations are included. 

Substitution —In any large sta­
tistical operation like a census 
there are cases for which no 
information can be obtained 
(that is, noninterviews.) In 
Census 2000 approximately 3.4 
million persons in households 
were noninterviews and, there-
fore, had all their 100 percent 
characteristics imputed by the 
replication of data from a house-
hold of the same size with fully 
reported 100 percent population 
information. Such cases, called 
"whole household substitutions" 
are excluded from the analysis 
of the imputation measures for 
individual subject items. 

Assignment —When a 
response is missing or inconsis­
tent with other responses and 
the value for that item can be 

determined from other informa­
tion reported for the person or 
housing unit, an "assignment" is 
made. A prime example is 
when sex is not reported but 
can be determined from the per-
son's name. 

Allocation —When the value for 
a data item is missing or incon­
sistent with other responses and 
the value cannot be determined 
from other information for that 
person or housing unit, "alloca­
tion" of a value for the item 
occurs. This is done using a 
reported value from another 
person in the household or from 
a nearby housing unit. 

Index of Inconsistency —The 
Census 2000 Content 
Reinterview Survey (CRS) used a 
test-retest methodology in 
which a sample of households 
from Census 2000 long form 
respondents were contacted a 
second time and re-asked most 
of the long form questions. The 
intent was to measure the sim­
ple response variance. The 
measure used to summarize this 
response variance is the index 
of inconsistency. The higher the 
index value, the more problem­
atic is the interpretation of the 
data from the census item. 
Historically, an index value less 
than 20 has been viewed as low 
or good level of response vari­
ance, an index between 20 and 
50 as moderate, and an index 
over 50 as high. 

U.S. Census Bureau Content and Data Quality in Census 2000 9 
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5. Limitations 

The universe for analysis in this 
report is restricted to the house-
hold population; that is, residents 
of group quarters are excluded. 
The quality of reporting for the 
group quarters population is gen­
erally less complete than for the 
household population, especially 
for sample questions included only 
on the census long forms. 

The definition of universes for the 
calculation of nonresponse and 
imputation rates differs between 
the formal evaluation studies dis­
cussed in this report and other 
sources for similar data. For 
example, households contacted 
during a coverage edit followup 
operation in Census 2000 were 
classified as "enumerator returns" 
in the evaluation reports but as 
"self responses" in the tabulations 
prepared for the National Academy 

of Sciences. Other slight differ­
ences can make the imputation 
rates shown in formal evaluations 
differ from the Census 2000 rates 
included in the American 
FactFinder tabulations. 

The Content Reinterview Survey 
measured only response variance. 
There is no measure of response 
bias other than comparison of 
totals to independent sources such 
as the Current Population Survey. 

Apparent response variance as 
measured by the index of inconsis­
tency is affected by differences in 
methodology between Census 
2000 and the CRS. For example, 
the universe for the CRS contained 
a high proportion of households 
that mailed back their Census 
2000 questionnaires. Data from 
households that mailed back their 

questionnaires are generally more 
accurate than responses from 
households that required enumera­
tion by a temporary census 
employee. Other factors that 
could have affected the measures 
of response variance are discussed 
in section 7.5. 

Comparisons of imputation rates 
between the census 100 percent 
and sample estimates are affected 
by the fact that sample (long form) 
questionnaires with no or minimal 
sample information were excluded 
from the calculation of the rates 
for sample estimates and the rates 
are based on different universes. 
Also, comparisons between the 
Census 2000 long form and the 
Census 2000 Supplementary 
Survey (C2SS) are affected by dif­
ferences in methodology and in 
question design. 

U.S. Census Bureau Content and Data Quality in Census 2000 11 
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6. Research Questions 

There were several predefined 
research questions concerning data 
quality that the evaluation studies 
were designed to address. These 
questions are summarized as fol­
lows: 

How complete are census data and 
what is their quality, as measured 
by – 

• 	Item nonresponse rates, item 
assignment rates, item alloca­
tion rates, and substitution rates 
for census data (evaluations 
B.1.a and B.1.b) 

• 	Rate of proxy response (infor­
mation obtained from someone 
other than a household mem­
ber) for enumerator returns 
(evaluation B.1.a) 

• 	Reliability as compared to 
independent results from the 
Content Reinterview Survey 
(evaluation B.5) 

• 	Validation against external 
benchmarks (auxiliary assess­
ment) 

How did the new race and Hispanic 
origin questions affect the content 
and quality of the data compared 
to the questions asked in previous 
censuses? How can race data col­
lected using the new questions be 
compared with race data from pre­
vious censuses? These questions 
are addressed in the Race and 
Ethnicity Topic Report. 

Original plans for evaluation of 
content and data quality included a 
research question on the accuracy 
of data edits and imputations. 
However, there were no studies 
undertaken to address this issue. 

In addition to the predefined ques­
tions, this report also addresses 
the following content/quality top­
ics: 

• 	The formal evaluation study on 
imputation deals only with the 
questions asked of the entire 
population, those questions 
appearing on both the short and 
long census questionnaires. 
However, Census 2000 summa­

ry file 3 and the tables prepared 
for the National Academy of 
Sciences contain information on 
the level of imputation for the 
sample questions, those only on 
the long form. These results are 
included here. 

• 	The Census 2000 
Supplementary Survey results 
contain information on imputa­
tion for the same items as on 
the Census 2000 long form. A 
comparison across these two 
sources is also provided in this 
report. 

• 	There are no formal evaluations 
addressing the accuracy of the 
coding operations used to trans-
late textual responses in Census 
2000 into numeric codes (for 
example, responses to the 
industry and occupation ques­
tions.) There are, however, 
Census Bureau reports and 
memoranda that provide useful 
information. Such information 
is summarized in this report. 
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7. Results 

7.1 100 percent item 
nonresponse rates 

The evaluation report B.1.b, 
Analysis of Item Nonresponse 
Rates for the 100 Percent Housing 
and Population Items from Census 
2000, provides the base set of 
information on the quality of cen­
sus data. The primary reason for 
item imputation in the census is 
because no response was provid­
ed. There is some additional con­
tribution from processing error and 
inconsistent reporting but most 
imputations result from blanks on 
the incoming questionnaires. 
Therefore, studying patterns of 
nonresponse is critical for improv­
ing question design, training, and 
procedures and thereby improving 
quality in future censuses. This 
analysis is based on the universe 
of "data-defined persons," that is, 
those people with at least two 
items reported in the census. Valid 
people with no or only one item 
reported are excluded. These 
rates, therefore, understate the 
true level of item nonresponse. 

Nonresponse rates for the 100 per-
cent items in Census 2000 were 

Table A. 

fairly low overall, ranging from 1.1 
to 4.1 percent. As could be 
expected, the nonresponse rates 
among households that mailed 
back their forms, called self 
respondents, were generally better 
than for households whose forms 
were completed by an enumerator 
(enumerator returns.) The largest 
differences between self and enu­
merator forms were for the items 
on tenure (owner/renter) and on 
age. For tenure, the placement of 
the question on the form, especial­
ly the long form, may have con­
tributed to enumerators not asking 
the question. For age, enumera­
tors were instructed to ask only 
the date of birth question, rather 
than both age and date of birth, in 
many instances. The calculation of 
nonresponse for this evaluation 
considered only the age item, not 
date of birth. One question, the 
item on Hispanic origin, had slight­
ly better response on enumerator 
forms than on self response forms. 
One might speculate that some 
respondents did not understand 
the difference between Hispanic 
origin and race, whereas enumera­

tors were trained to ask both ques­
tions. 

In comparing item nonresponse 
levels between short and long 
form questionnaires, the problem 
with the long form placement of 
the tenure question (after all the 
questions for persons in the house-
hold) is obvious. When considering 
both form type and response 
mode, one sees that self response 
long forms had somewhat better 
response levels to the sex, 
Hispanic origin and race questions 
than did self response short forms. 

This relationship may need more 
analysis, especially by whether the 
respondent was a household mem­
ber or a proxy. 

Major recommendations from the 
study on nonresponse include the 
following. 

• 	Clarify training for interview­
ers/enumerators on whether it 
is necessary to ask both age 
and date of birth. 

• 	Test improved form design and 
question placement to avoid 
problems like the placement of 

100 Percent Item Nonresponse Rates by Form Type and Response Mode: Census 2000 

Short Long Self Enumerator 
Item Form Form Response Response 

Total (SF) (LF) (Self) (Enum) SF Self SF Enum LF Self LF Enum 

Relationship . . . . . .  1.3 1.3 1.7 1.1 2.1 1.0 2.1 1.4 2.2 
Sex . . . . . . . . . . . . . .  1.1 1.2 1.0 0.9 1.7 1.0 1.7 0.5 1.9 
Age. . . . . . . . . . . . . .  3.7 3.7 4.1 1.9 8.8 1.9 8.9 1.9 8.4 
Hispanic origin . . . .  3.1 3.1 3.2 3.2 2.7 3.3 2.6 3.1 3.2 
Race. . . . . . . . . . . . .  2.9 3.0 2.6 2.8 3.2 3.0 3.1 2.3 3.4 
Tenure . . . . . . . . . . .  4.1 3.1 9.6 2.6 8.8 2.1 6.3 5.7 17.8 

Source: Evaluation report B.1.b, Analysis of Item Nonresponse Rates for the 100 Percent Housing and Population 
Items from Census 2000. 

U.S. Census Bureau Content and Data Quality in Census 2000 15 



the tenure question and the 
effect that placement had on 
nonresponse. 

7.2 100 percent item 
imputation rates 

There are three components of 
imputation for Census 2000-substi-
tution, assignment, and allocation. 
These are analyzed in the report, 
Census 2000 Evaluation B.1.a, 
Analysis of Imputation Rates for 
the 100 Percent Person and 
Housing Unit Data Items from 
Census 2000. The effects of sub­
stitution, which are not reflected in 
the analysis of individual data 
items in the B.1.a report, occurs 
when the census process obtained 
no usable data for a household. In 
these cases, an entire set of char­
acteristics from a neighboring 
household was "substituted" for 
the missing values. This occurred 
for 1.5 million households and 3.4 
million people or 1.3 percent of 
the total household population in 
2000. By definition, the substitu­
tion rate doesn't vary by item since 
each item is imputed when a sub­
stitution occurs. For the remaining 
portion of this report, imputation 
will refer only to assignments and 
allocations. 

As expected, the pattern of impu­
tation among the 100 percent 
questions/items varied in a man­
ner similar to nonresponse rates. 
Imputation rates and nonresponse 
rates, however, are not strictly 
comparable for several reasons. 
First, some apparent responses are 
not valid answers and, therefore, 
are treated as blanks in the impu­
tation process. Also, there are dif­
ferences in the universes used to 
calculate the two rates. The uni­
verse for nonresponse rates 
includes only "data defined peo­
ple," those people with at least two 
characteristics reported. The uni­
verse for imputation rates 

includes, in addition, people in 
non-substituted households who 
had no or only one reported char­
acteristic. As a result of these dif­
ferences, the imputation rates in 
Table B are larger than the item 
nonresponse rates in Table A. 

Imputation rates (including assign­
ments and allocations) ranged 
from a low of 2.0 percent for sex 
to 5.1 percent for age and 5.5 per-
cent for tenure. Assignments 
occur when a response for an item 
is missing but the value can be 
determined by other information 
reported for that person. 
Assignments were an important 
component of the imputation rate 
for age (assigned from date of 
birth) and for sex (assigned from 
name.) 

Short form items had somewhat 
lower imputation rates than the 
same items on census long forms, 
except that the race item had 
slightly higher imputation on short 
forms. The biggest difference 
between short and long form 
imputation rates was for the tenure 
item (3.7 percent vs. 13.2 percent). 
As mentioned above, it is likely 
that the placement of this housing 
question after all the person ques­
tions on the long form contributed 
to the rather high rate of imputa­
tion. 

Except for the question on 
Hispanic origin, self response 
questionnaires had lower imputa­
tion rates than enumerator filled 
questionnaires. As mentioned in 
the analysis of nonresponse rates, 
it is possible that respondents 
occasionally left blank the Hispanic 
origin question when they did not 
consider it relevant to them. This 
was the case to a greater extent in 
the 1990 Census when the ques­
tion on Hispanic origin followed 
the question on race. The order 
was reversed in Census 2000 to 

reduce the level of nonresponse on 
Hispanic origin. 

Not surprisingly, imputation rates 
on English language forms in gen­
eral were lower than the rates on 
the forms in other languages. 
Households completing the non-
English forms were presumably 
recent immigrants or others with 
difficulty in English and possibly 
difficulty with understanding the 
census itself. It is noteworthy, 
however, that Korean language 
forms had relatively low imputa­
tion rates for most items. 

Households who owned their 
homes had lower imputation rates 
than renters. For questionnaires 
completed by enumerators, those 
with a household respondent had 
lower imputation rates than those 
with a non-household proxy 
respondent. 

Questionnaires received via the 
Internet (classified as self 
response) or Telephone 
Questionnaire Assistance (TQA) 
(classified as enumerator response) 
had quite low imputation rates. 
These types of response required a 
proactive effort on the part of the 
household and, therefore, are likely 
to reflect a segment of the popula­
tion highly motivated to participate 
in the census. On the other end of 
the scale, forms completed in oper­
ations designed to enumerate 
some of the most difficult to reach 
households had relatively high 
imputation rates. 

These operations include the Be 
Counted campaign and coverage 
improvement followup (CIFU) oper­
ations that occurred later in the 
census process. 

This same pattern of relative coop­
eration and level of imputation is 
seen when imputation rates are 
viewed by the check-in date of the 
questionnaire. The earlier a mail 
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Table B. 
100 Percent Item Imputation* Rates by Form Type, Response Mode, and Household/Proxy 
Response: Census 2000 

Enumerator Enum 
Item Short Long Self Response Household Enum Proxy 

Total Form Form Response (Enum) Filled Respondent Respondent 

Relationship . . . . . . . . . . . .  2.6 2.5 3.2 2.0 4.1 3.3 9.1 
Sex . . . . . . . . . . . . . . . . . . . .  2.0 2.0 2.1 1.7 2.8 2.2 6.1 
Age. . . . . . . . . . . . . . . . . . . .  5.1 5.0 5.7 3.0 10.9 6.7 42.7 
Hispanic origin . . . . . . . . . .  4.4 4.3 4.6 4.5 4.1 2.6 11.6 
Race. . . . . . . . . . . . . . . . . . .  4.0 4.0 3.8 3.8 4.3 2.5 11.0 
Tenure . . . . . . . . . . . . . . . . .  5.5 3.7 13.2 3.0 12.2 7.3 30.1 

* Imputation refers to assignments and allocations. 

Source: Evaluation report B.1.a, Analysis of Imputation Rates for the 100 Percent Person and Housing Unit Data Items from Census 
2000. 

Table C. 
100 Percent Item Imputation* Rates by Tenure, Form Language, and Selected Form Source: 
Census 2000 

Other 
Item English Language Self Be Enumerator Remote 

Own Rent Form Form Total Internet Counted Total TQA CIFU Alaska 

Relationship . . . . . .  2.1 3.5 2.5 3.6-10.1 2.0 1.3 18.0 4.1 2.9 6.3 12.6 
Sex . . . . . . . . . . . . . .  1.7 2.6 1.9 2.4-7.1 1.7 1.2 7.8 2.8 0.5 4.3 12.2 
Age. . . . . . . . . . . . . .  4.1 7.2 5.0 3.0-10.3 3.0 1.5 9.2 10.9 2.9 21.6 15.3 
Hispanic origin. . . .  3.9 5.5 4.3 7.1-20.7 4.5 3.0 12.5 4.1 1.7 6.7 12.7 
Race. . . . . . . . . . . . .  3.3 5.5 3.8 1.8-17.5 3.8 3.3 11.7 4.3 2.2 6.3 12.0 
Tenure . . . . . . . . . . .  X X 5.2 4.8-26.7 3.0 1.4 3.6 12.2 0.8 22.8 3.7 

*Imputation refers to assignments and allocations.


Source: Evaluation report B.1.a,Analysis of Imputation Rates for the 100 Percent Person and Housing Unit Data Items from Census

2000. 

return form was received, the 

lower the level of imputation. 

Overall, 88.1 percent of the non-

substituted household population 

had no imputation in any of the 

five population items and 97.3 per-

cent had none or only one item 

imputed. The key recommenda­

tions from the imputation study 

include the following. 

• 	Test whether encouraging use of 

the Internet and telephone to 

respond to the census would be 

effective and result in quality 

improvements. Additional infor­

mation about these response 

modes can be found in the 

Response Rates and Behavior 

Analysis Topic Report. 

7.3 Sample item imputa­
tion rates 

The summary tables of quality 

measures in the Appendix of this 

report show allocation rates for 

both 100 percent and sample 

items from tabulations prepared 

at the request of the National 

Academy of Sciences, Committee 

on National Statistics. In addition 

to the rates for Census 2000, the 

tables show rates for the 1990 

Census and Census 2000 based on 

a comparable set of definitions, 

and rates from the Census 2000 

Supplementary Survey. The meas­

ures are called "allocation rates" 

since "assignments" are not includ­

ed. 

Only a few sample items had lower 

allocation rates in Census 2000 

than in 1990. These include lan­

guage spoken at home, ability to 

speak English, migration (place 

level), length of service in the 

Armed Forces, and year structure 

built. For the item length of serv­

ice, there was a question design 

revision for Census 2000 designed 

to improve response and hence 

lower the allocation rate. This 

seems to have worked. For migra­

tion-place level, one might assume 

there were improvements in the 

coding operations. 

Many sample items in Census 

2000 had at least double the rate 

of allocation that occurred in the 

1990 Census. A listing of these 

items follows. 
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Sex

Age

Race

Marital status

Work Disability

Employment status

Vehicle occupancy

Wage or salary income

Interest or dividend income

Social Security income

SSI/public assistance income

Retirement income

Other income

Tenure

Units in structure

Year moved in

Number of rooms

Plumbing facilities

Telephone availability

Heating fuel

Vehicles available

Business on property

Cost of electricity, gas,


water/sewer 
Monthly rent 
Mortgage and mortgage payment 
Second mortgage and payment 
Real estate taxes 
Insurance 
Value of home 

There were procedural changes 
between 1990 and 2000 that pre­
sumably affected the sample allo­
cation rates. For example, the 
questionnaire in Census 2000 had 
room for reporting the characteris­
tics of six household residents, as 
compared to seven residents in 
1990. Since it was often difficult 
to obtain the information for addi­
tional household members in large 
households, this increased the 
imputation level to some extent. 

Also, in the 1990 Census there was 
a procedure in which census enu­
merators telephoned households 
whose sample questionnaires had 
insufficient information. This oper­
ation was not conducted in Census 
2000. 

7.4 Comparison of 
allocation rates between 
the Census 2000 sample 
and the Census 2000 
Supplementary Survey 
(C2SS) 

The C2SS was included as part of 
Census 2000 to determine whether 
an independent sample survey (the 
American Community Survey or 
the ACS) with essentially the same 
content as the census sample form 
could be accomplished successful­
ly during the same time period as 
the census itself. As a result, we 
have measures of the data quality, 
in terms of allocation rates, that 
can be compared between the 
Census 2000 sample and the C2SS. 

One would expect the quality of 
the C2SS data to be better than the 
Census 2000 sample data since the 
exclusive focus of the C2SS and 
the ACS is to provide high quality 
measures of social, economic, and 
housing variables needed by feder­
al, state and local governments. 
This expectation was realized in 
terms of allocation rates. Only the 
items listed below had Census allo­
cation rates the same as or lower 
than the C2SS rates. 

Hispanic origin (3.6 percent in 
both) 

Migration: 
State (8.6 percent in census; 
14.0 percent in C2SS) 

County (8.6 percent in census; 
14.5 percent in C2SS) 

Place (8.8 percent in census; 
14.9 percent in C2SS) 

Responsible for grandchild (15.3 
percent in census; 17.6 percent in 
C2SS) 

Months responsible (17.8 per-
cent in census; 19.7 percent in 
C2SS) 

Period of service in Armed Forces 
(9.8 percent in census; 13.4 per-
cent in C2SS) 

Year structure built (11.7 percent 
in census; 13.4 percent in C2SS) 

The positive results from the 
American Community Survey meth­
ods are encouraging since the 
plans for the 2010 census include 
using the American Community 
Survey data in place of the census 
sample long form. 

7.5 Results from the 
Content Reinterview Survey 

The purpose of this Census 2000 
evaluation study was to measure 
the consistency of response to 
questions. This was accomplished 
by completing a survey of census 
respondents that re-asked the sam­
ple or long form questions thereby 
allowing the calculation of a meas­
ure of response variance called the 
index of inconsistency. The lower 
the value of the index the more 
consistent were respondents' 
answers to the question and the 
more confidence users can have in 
the resulting statistics. A general 
guideline used to categorize levels 
is that index values less than 20 
historically have been considered 
as low, between 20 and 50 as 
moderate, and over 50 as high. 

Response variance can result from 
a number of factors, but high 
measures of variability usually 
indicate that the question needs 
improvement, the concept is diffi­
cult to measure in a survey setting 
that is primarily self response, 
and/or that the respondent was 
unable to provide the information 
desired. Also, the index of incon­
sistency is sensitive to the amount 
of detail the question is designed 
to obtain. The finer the detail and 
the greater number of categories, 
the more likely is a high measure 
of response variance. 

Apparent response variance can be 
partially attributed to differences in 
census and CRS methods and limi-
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tations in the CRS methodology. 
Of special note is that Census 
2000 had a large mail back 
component whereas the CRS was 
conducted entirely through inter-
viewing, either face-to-face or by 
telephone. The questions on per­
sonal characteristics were asked in 
the CRS of only one person in each 
household. Only 48 percent of the 
CRS respondents were the same 
self respondents who had 
answered the census. Twenty per-
cent of the cases were the same 
proxy respondent in the CRS and 
census. Thus, 32 percent of the 
CRS respondents were different 
from the persons who responded 
in the census. Many of the differ­
ences in census and CRS methods 
that limited the 2000 results were 
also present in 1990. 

The CRS used unedited and unallo­
cated data in all analysis except for 
the race and Hispanic origin items 
where there was minimal editing 
prior to analysis. 

The initial sample for the CRS was 
30,000 persons, and 20,000 inter-
viewed persons were included in 
the final results. Three quarters of 
the CRS sample had mailed back 
their Census 2000 long form. This 
is a high percentage compared to 
the general response to the Census 
2000 long form. The CRS inter-
views were conducted fairly close 
to the census operations and the 
number of completed interviews 
exceeded expectations. 

Among the long form items asked 
of each person in the census 
household and included in the CRS, 
the index of inconsistency values 
were relatively high (over 50) for 
more than one third of the items. 
For housing questions, index val­
ues were over 50 for close to half 
the items. (See table 2 on 
Summary of Quality Measures in 
the Appendix.) 

The questions on whether the per-
son was responsible for the care of 
a grandchild living in the home 
and, if so, the number of months 
responsible had rather high index­
es of inconsistency (46.1 for the 
former and 53.7 for the latter). 
This series of questions was added 
to Census 2000 at a late date with-
out the benefit of testing. If the 
topic is to be included in the 
future, testing will be needed to 
attempt to improve the results. 

Some questions with extensive and 
critical government uses had 
rather high measures for the index 
of inconsistency and/or increases 
in the index value over the 1990 
Census content reinterview study. 
For instance, the race question had 
an index of 23.1, an increase over 
the 1990 index of 16.3. Since 
2000 was the first census to allow 
reporting of more than one race, 
this may be part of the reason for 
this increase. Also, the question 
on ability to speak English, asked 
of persons who speak a non-
English language at home, had a 
high index of inconsistency in both 
2000 and 1990. This may be part­
ly because of the subjective nature 
of the question. 

Some items of potential concern 
reflect the attempt to measure 
"rare occurrences." For example, 
some types of income show high 
indexes of inconsistency. When 
the receipt of income from a less 
common source like public assis­
tance is associated with any dis­
crepancy in reporting between the 
census and the CRS, this tends to 
inflate the value of the index more 
than would be true for more com­
mon income sources like wages 
and salaries. The same is true for 
items on whether a housing unit 
has complete plumbing facilities 
and complete kitchen facilities 
(since it is relatively rare not to 
have these.) 

Census questions that measure a 
current status, like school enroll­
ment, have less response variance 
than questions that require recall, 
like educational attainment. This 
might also be true for employ­
ment, but the CRS couldn't meas­
ure current employment since the 
reference period of "last week" 
could not be replicated in the CRS 
interview. 

Other patterns that may be more 
broadly applicable to self response 
survey design were also observed. 
Subjective or opinion questions, 
such as some parts of the series 
on disability and the question on 
ability to speak English, have rela­
tively high response variability. 
Also, questions associated with 
memorable events (like military 
service during a period of war) are 
reported more consistently than 
similar questions about less memo­
rable dates (peacetime military 
service). Finally, questions with 
which the public may have privacy 
concerns (for example, types of 
income) tend to have high 
response variability. 

Key recommendations from the 
Content Reinterview Survey include 
the following: 

1. Use cognitive experts as part of 
the testing of revised questions 
for new and/or troublesome 
topics, that is, those with high 
response variance. 

2. Include a reinterview program 
as part of the American 
Community Survey to allow a 
continuing evaluation tool. 

3. Use separate yes/no questions 
for each response category 
when the respondent can select 
more than one category. An 
example is the period of military 
service question in Census 
2000. 
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4. Review and test the respondent 

instructions for problematic 

questions. The CRS report 

specifically mentions the ques­

tion on Hispanic origin. 

5. Determine characteristics related 

to high inconsistency measures 

and perform multivariate analy­

sis with respect to these charac­

teristics in the attempt to devel­

op better ways to ask the 

questions. 

6. Issue guidance to users on the 

types of uses to avoid for ques­

tions with high levels of incon­

sistency. For instance, data 

from such questions probably 

should not be used for small 

areas or in detailed cross tabula­

tions with other variables. 

7. Consider not publishing detail 

from questions with high vari­

ability. For example, the ques­

tions on type of income may be 

useful for determining total 

income but they may not be 

appropriate to use as individual 

data items. 

8. If research and testing cannot 

improve the question design, 

consider whether some ques­

tions with persistent high 

response variability should be 

dropped from the census/ACS. 

9. Investigate whether records on 

such topics as utility costs and 

real estate taxes could be sub­

stituted for or used to supple­

ment direct inquiry. 

10. Research whether modeling in 

conjunction with independent 

records might be an appropriate 

way of providing improved data 

on some topics such as second 

mortgage payment and insur­

ance payment. 

7.6 Summary assessment 
of quality measures 

The summary tables in the 
Appendix display information on 
allocation rates for Census 2000, 
the 1990 Census, and the Census 
2000 Supplementary Survey, plus 
information on response variability 
(index of inconsistency) from the 
Content Reinterview Studies asso­
ciated with Census 2000 and the 
1990 Census. It is included to pro-
vide readers with an easy reference 
to the basic quality measures asso­
ciated with census data items, 
especially the sample or long form 
items. To those planning the 2010 
census, questions with serious 
quality problems signal the need 
for further work in question 
design, procedures or concept clar­
ification. To users of Census 2000 
data, quality problems should be a 
warning to use data from these 
items with caution. 

Following is a list of the items with 
two poor quality measures, that is, 
allocation rates above 10 percent 
and indexes of inconsistency over 
50. 

• Work disability 

• 	Months responsible for 
grandchild 

• Weeks worked 

• 	Income receipt 
interest or dividend 
public assistance 
other income 

•Income amount 
Social Security 
Supplemental Security 
public assistance 

• Agricultural sales 

• Cost of electricity 

• Cost of gas 

• Second mortgage/payment 

• Insurance payment 

• Value of home 

• Mobile home cost 

Several additional items have quite 

high indexes of inconsistency but 

have allocation rates less than 10 

percent. 

• Ability to speak English 

• 	Disability, mental 

self-care 

mobility 

• Selected periods of service 

• Number of rooms 

• Plumbing facilities 

• Kitchen facilities 

• Telephone available 

• Business on property 

Finally, the following items had 

fairly substantial increases from 

1990 to 2000 in the level of the 

index of inconsistency. 

• Hispanic origin 

• Race 

• Educational attainment 

• Ancestry 

• Language spoken at home 

• 	Disability 

mobility 

work 

• Veteran status 

• Tenure 

• Plumbing Facilities 

• Vehicles available 

• Business on property 

• Agricultural sales 
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7.7 Validation against 
external benchmarks 

The Census 2000 auxiliary assess­
ment that compares employment, 
income, and poverty estimates 
between Census 2000 and the 
Current Population Survey contains 
the only information available on 
comparisons to external bench-
marks at the time this report was 
prepared. 

The Current Population Survey 
(CPS) is conducted by the Census 
Bureau in partnership with the 
Department of Labor, Bureau of 
Labor Statistics (BLS) to provide 
official monthly estimates of 
employment and unemployment at 
the national and state levels and 
official annual measures of pover­
ty. Since the survey is designed 
specifically for these purposes, the 
resulting measures are considered 
standards against which Census 
2000 results are compared. 

As historically has been true, the 
census estimate of employment 
was five percent lower than the 
comparable CPS estimate. 
However, the number of unem­
ployed persons measured in 
Census 2000 was 50 percent high­
er than the CPS estimate (7.9 mil-
lion versus 5.2 million) and the 
unemployment rate in the census 
was 2.1 percentage points higher. 
Before the 1990 census, the CPS 
traditionally measured higher 
unemployment than the census. 
Although the 1990 census had 
higher unemployment measures 
than the CPS, the gap widened 
greatly in 2000. This occurred in 
spite of changes to the Census 
2000 employment status questions 
designed to narrow the differences 
with the CPS. The Census Bureau 
and the BLS are continuing to 
examine the differences and poten­
tial contributing factors. 

The CPS measures of income and 
poverty are based on a more 
detailed series of questions than in 
Census 2000 and the CPS is con­
ducted in an interview setting with 
experienced interviewers. The 
income measures from the CPS are, 
therefore, expected to be more 
complete. However, Census 2000 
measured a significantly higher 
median household income than did 
the CPS. The same was true of the 
median income measures for fami­
lies, married-couple families, and 
families with a female householder 
and no spouse present. For fami­
lies with a male householder and 
no spouse present, the Census 
2000 median income measure was 
lower than the CPS. Again, these 
findings require more study. 

Poverty measures in Census 2000 
and the CPS were relatively consis­
tent, at 12.4 percent and 11.9 per-
cent, respectively. Also encourag­
ing was the fact that the Census 
2000 Supplementary Sample meas­
ure of poverty was 12.2 percent. 

7.8 Indicators of coding 
quality 

Several of the items in Census 
2000 were answered at least in 
part by narrative responses that 
had to be translated into a code 
that classified the responses into 
categories for tabulation. The 100 
percent items on race and Hispanic 
origin had a relatively small num­
ber of narrative or write in 
responses, whereas all responses 
were narrative for the sample 
questions on ancestry, language 
spoken at home, place of birth, 
place of work, industry and occu­
pation. Although there were no 
formal studies of these coding 
operations available at the time 
this report was prepared, there is 
some analysis presented by 
Census Bureau staff at professional 
association meetings and in inter­

nal memoranda. This information 
is summarized here. 

The assignment of codes to narra­
tive responses in the race (includ­
ing American Indian tribe), 
Hispanic origin, and ancestry ques­
tions was accomplished in a multi-
phase operation. First, responses 
were matched via computer to a 
set of dynamic coded master files, 
containing write in responses that 
had been coded, from the 1990 
Census and ongoing survey work 
in the American Community 
Survey. Write in responses from 
Census 2000 were matched 
against these master files and, if a 
match was found, the response 
was automatically coded. If the 
write in response could not be 
coded automatically, the response 
was sent to expert coders who had 
additional reference materials. The 
expert or clerical coding operation 
was subjected to quality assurance 
procedures designed to provide 
feedback to the expert coders dur­
ing the process. The documenta­
tion of the coding process men­
tions some problems in the coding 
operations, but there is no quanti­
tative assessment of any error 
resulting from the problems. One 
problem noted was that some of 
the cases assigned a status 
"uncodeable" early in the process 
probably could have been coded 
later when the learning curve had 
progressed. Also, errors discov­
ered in the master files could not 
be corrected during the coding 
process. 

The procedures to assign codes to 
the industry and occupation 
responses began with an automat­
ed coding system using a database 
from the National Institute of 
Occupational Safety and Health, 
supplemented by coded responses 
from the American Community 
Survey. This database was validat­
ed by expert review. It assigned 
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codes to 59 percent of the industry materials. These coders could The early results showed that the

responses and 56 percent of the "refer" to a group of expert coders code assigned to the census record

occupation responses. The accura- any cases they could not code. was a "minority code" of the three

cy levels were 94 and 92 percent, There was a quality assurance codes assigned in 13 percent of

respectively. Responses that process with adjudication on the industry cases and 16 percent of

could not be coded by the auto- clerical coding. This process occupation cases.

mated system were sent to clerical involved independent assignment

coders with automated reference of codes by two additional coders.


22 Content and Data Quality in Census 2000 U.S. Census Bureau 



8. Recommendations/Conclusions 

In general, the evaluations show 
the Census 2000 data are of rea­
sonably high quality. However, 
improvements should be pursued 
through the use of the American 
Community Survey as an integral 
part of 2010 Census planning and 
through other innovations. The 
recommendations that follow com­
prise a subset of the recommenda­
tions from the individual evalua­
tion reports plus additional 
recommendations based on the 
tabulations on sample data alloca­
tion prepared for the National 
Academy of Sciences. They are 
grouped into three categories for 
ease of reference. 

Data Collection Operations and 
Procedures 

• 	Continue with plans to use the 
American Community Survey 
(ACS) to obtain sample data in 
place of a long form in the 2010 
Census, assuming that continu­
ing studies of data quality yield 
acceptable results. 

• 	Test whether increased use of 
the Internet and telephone 
response would encourage 
greater self response and yield 
quality improvements. 

• 	Include an evaluation project, 
like content reinterview, as part 
of the American Community 
Survey program to allow contin­
uing measures of quality. 

• 	Investigate whether records on 
such topics as utility costs and 
real estate taxes could be sub­
stituted for or used to supple­
ment direct inquiry. 

• 	Research whether modeling 
might be a useful way of 
improving data on some topics 
such as second mortgage pay­
ment and insurance payment. 

Questionnaire Design and Testing 

• 	Test form design and question 
placement to avoid problems 
like the placement of the tenure 
question and the effect that 
placement had on item nonre­
sponse. 

• 	Use cognitive experts as part of 
the testing of revised questions 
for new and/or troublesome 
topics. 

• 	Use separate yes/no questions 
for each response category 
when the respondent can select 
more than one category. An 
example is the period of military 
service question in Census 
2000. 

• 	Review and test the respondent 
instructions for problematic 
questions. The Content 
Reinterview Report specifically 
mentions the question on 
Hispanic origin. 

• 	Determine characteristics relat­
ed to high inconsistency meas­
ures and perform multivariate 
analysis with respect to these 
characteristics in the attempt to 
develop better ways to ask the 
questions. 

• 	For the items with serious quali­
ty problems noted in section 7.6 
conduct additional research and 
testing to determine whether 
the ACS procedures provide 
improved data or whether ques­

tion design and/or concept clari­
fication improvements are need­
ed. 

• 	The Census Bureau and the BLS 
should continue work on the 
employment and unemployment 
questions to be included in the 
American Community Survey to 
ensure they complement the BLS 
program on local area unem­
ployment statistics. 

User Guidance 

• 	Issue guidance to users on the 
types of uses to avoid for ques­
tions with high levels of incon­
sistency. For instance, data 
from such questions should 
probably not be used for small 
areas or in detailed cross tabula­
tions with other variables. 

• 	Consider not publishing detail 
from questions with high vari­
ability. For example, the ques­
tions on type of income may be 
useful for determining total 
income but they may not be 
appropriate to use as individual 
data items. 

• 	Continue to study the differ­
ences between the Census 2000 
and the CPS measures of 
employment and income and 
provide findings to users. 
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Appendix 

Table 1. 
Summary of Quality Measures for Populations Items: Census 2000 and 1990


Allocation CRS Index of CRS Index of
Person Item (Sample Rate for Census 2000 Inconsistency, Inconsistency,
Household Population) Census 2000 C2SS (1990 defn) 1990 Census Census 2000 1990 Census


Relationship . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  2.3 1.6 2.7 1.9 X X

Sex . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  0.9 0.5 1.6 0.8 1.7 X

Age . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  2.6 2.4 2.6 0.9 7.8 X

Hispanic origin. . . . . . . . . . . . . . . . . . . . . . . . . . . .  3.6 3.6 4.0 3.4 17.2 12.2

Race . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  3.2 2.4 3.2 1.1 23.1 16.3

Marital Status . . . . . . . . . . . . . . . . . . . . . . . . . . . .  2.2 1.8 3.4 0.9 5.8 X

School enrollment . . . . . . . . . . . . . . . . . . . . . . . . .  6.2 4.0 6.2 4.2 13.5 17.3

Grade attending . . . . . . . . . . . . . . . . . . . . . . . . . .  9.0 5.5 X X 9.0 X

Educational attainment . . . . . . . . . . . . . . . . . . . .  7.2 4.8 7.2 4.5 36.5 32.3

Ancestry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  119.3 X X 111.7 30.7 26.5

Speaks non-English language . . . . . . . . . . . . . .  5.2 4.3 5.8 4.8 22.7 26.9

Language spoken . . . . . . . . . . . . . . . . . . . . . . . . .  11.4 8.9 11.4 11.9 17.9 5.2

English ability . . . . . . . . . . . . . . . . . . . . . . . . . . . .  7.6 6.0 7.6 8.5 59.5 60.3

Place of birth . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  9.2 6.4 9.2 5.1 3.2 4.9

Citizenship . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  0.8 0.5 5.2 4.2 9.8 10.9

Year of entry . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  14.7 7.8 14.7 8.9 18.9 23.0

Mobility status . . . . . . . . . . . . . . . . . . . . . . . . . . . .  5.8 4.0 8.6 5.2 22.2 X

Migration:

State . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  8.6 14.0 8.6 5.7 4.4 X

County . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  8.6 14.5 8.6 7.5 4.4 X

Place. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  8.8 14.9 8.8 9.6 X X


Disability:

Sensory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  6.9 5.0 X X 47.2 X

Physical . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  7.6 5.2 X X 42.0 X

Mental . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  7.5 4.7 X X 54.4 X

Self-Care . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  7.9 4.8 7.9 5.8 51.7 73.6

Mobility . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  9.9 5.6 10.0 5.1 64.5 47.1

Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  11.4 5.9 11.4 4.0 80.5 43.0-45.7


Grandchildren in home (persons 15+) . . . . . . .  4.5 3.4 X X 25.8 X

Responsible for grandchild . . . . . . . . . . . . . . . . .  15.3 17.6 X X 46.1 X

Months responsible . . . . . . . . . . . . . . . . . . . . . . .  17.8 19.7 X X 53.7 X

Veteran status . . . . . . . . . . . . . . . . . . . . . . . . . . . .  7.5 4.7 7.5 4.8 18.7 8.5


Period of service. . . . . . . . . . . . . . . . . . . . . . . . . .  9.8 13.4 10.3 6.1 27.8-93.0 23.4-93.7

Length of service . . . . . . . . . . . . . . . . . . . . . . . . .  9.1 6.7 9.1 17.5 41.6 58.8

Employment Status . . . . . . . . . . . . . . . . . . . . . . .  11.1 6.0 11.1 3.8 X X

Place of work:

State . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  9.7 5.8 9.7 7.2 X X

County . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  10.1 6.2 10.1 7.9 X X

Place. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  10.6 6.7 10.6 9.7 X X


Means of transportation. . . . . . . . . . . . . . . . . . . .  7.6 4.6 8.2 4.6 X X

Vehicle occupancy . . . . . . . . . . . . . . . . . . . . . . . .  10.0 5.8 10.0 4.9 X X

Time left home . . . . . . . . . . . . . . . . . . . . . . . . . . .  15.0 11.3 15.8 10.8 X X

Travel time . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  11.8 8.7 12.3 6.9 X X

Industry. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  14.9 9.4 15.2 8.0 X X

Occupation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  14.9 9.5 16.1 9.1 X X

Class of worker . . . . . . . . . . . . . . . . . . . . . . . . . . .  17.0 8.3 17.6 9.0 X X

Work last year . . . . . . . . . . . . . . . . . . . . . . . . . . . .  9.4 X 13.6 13.5 24.3 45.9

Weeks worked. . . . . . . . . . . . . . . . . . . . . . . . . . . .  19.3 9.6 20.2 14.7 57.5 56.8

Usual hours worked . . . . . . . . . . . . . . . . . . . . . . .  17.4 9.1 18.1 14.5 34.3 40.1

Personal Income 3


Wage/salary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  20.0 16.4 20.0 10.0 21.2,48.0 X

Self-employment . . . . . . . . . . . . . . . . . . . . . . . . . .  9.9 6.3 9.9 6.4 44.4,45.3 X

Interest, dividend . . . . . . . . . . . . . . . . . . . . . . . . .  20.8 13.3 20.8 8.1 58.0,44.7 X

Social Security . . . . . . . . . . . . . . . . . . . . . . . . . . .  19.3 11.7 19.3 8.0 13.4,60.4 X

Supplemental Security . . . . . . . . . . . . . . . . . . . . .  19.0 10.2 19.0 47.5 48.2,55.6 X

Public Assistance . . . . . . . . . . . . . . . . . . . . . . . . .  18.2 10.5 18.2 4 53.9,61.7 X

Retirement, pension . . . . . . . . . . . . . . . . . . . . . . .  18.8 11.0 18.8 7.7 36.8,42.0 X

Other income. . . . . . . . . . . . . . . . . . . . . . . . . . . . .  18.3 10.6 18.3 7.6 60.7,49.6 X

All income allocated . . . . . . . . . . . . . . . . . . . . . . .  24.5 20.0 24.5 11.7 X X

Some income Allocated. . . . . . . . . . . . . . . . . . . .  29.7 23.9 29.7 13.4 X X


X means not applicable 

1Since imputed values were not allocated for blank ancestry items, this represents a nonresponse rate rather than an allocation rate. It 
also includes as nonresponse persons whose response could not be classified into an ancestry category. 

2Each period of service was analyzed separately. The numbers reflect the range of values across all periods of service. 
3The first number represents the index of inconsistency for receipt of the income type; the second number represents the index for the 

dollar amount. 
4In the 1990 census, the receipt and amount of Supplemental Security Income and public assistance income were collected as a com­

bined category. 
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Table 2. 
Summary of Quality Measures for Housing Items: Census 2000 and 1990


Allocation CRS Index of CRS Index ofHousing Item (Sample Rate for Census 2000 Inconsistency, Inconsistency,Household Population) Census 2000 C2SS (1990 defn) 1990 Census Census 2000 1990 Census 

Tenure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  4.3 1.4 8.0 1.4 19.4 13.3 
Units in structure . . . . . . . . . . . . . . . . . . . . . . . . . .  4.4 1.4 4.4 1.6 20.8 21.9 

Year built . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  11.7 13.4 11.7 23.0 29.3 40.6

Year moved in . . . . . . . . . . . . . . . . . . . . . . . . . . . .  6.2 3.7 6.2 2.9 21.2 X

Rooms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  6.2 2.6 6.2 0.4 57.1 X

Bedrooms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  8.9 4.2 10.2 7.5 20.4 X

Plumbing facilities . . . . . . . . . . . . . . . . . . . . . . . . .  3.4 1.0 3.4 1.7 85.2 53.8

Kitchen facilities . . . . . . . . . . . . . . . . . . . . . . . . . . .  3.4 0.9 3.4 1.8 75.8 X

Telephone . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  4.3 1.0 4.3 1.9 54.7 X

Heating fuel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  7.4 2.1 7.4 2.9 17.7 14.0

Vehicles available . . . . . . . . . . . . . . . . . . . . . . . . .  6.2 1.6 6.2 2.2 37.1 32.1

Business on property . . . . . . . . . . . . . . . . . . . . . .  8.2 2.8 8.2 2.4 65.8 50.0

Lot size . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  10.6 3.6 X X 20.9 27.8

Agricultural sales . . . . . . . . . . . . . . . . . . . . . . . . . .  14.3 4.7 14.3 13.7 52.0 41.7

Cost: Electricity . . . . . . . . . . . . . . . . . . . . . . . . . . .  17.1 6.9 18.5 5.5 68.8 X

Gas. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  23.9 11.5 24.7 10.7 54.9 X

Water/sewer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  19.6 8.3 21.8 7.3 43.8 X

Other fuel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  28.7 13.4 31.9 17.5 46.0 X

Monthly rent . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  15.6 5.3 15.6 1.3 23.2 34.7

Meals in rent. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  7.9 4.5 7.9 5.1 38.2 71.6

Mortgage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  6.0 2.0 18.6 5.7 17.2 X

payment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  19.6 10.1 22.4 5.5 27.6 X


Second mortgage . . . . . . . . . . . . . . . . . . . . . . . . .  11.8 X 16.0 5.1 48.6 X

payment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  23.9 18.9 23.9 8.1 93.7 X


Real estate taxes. . . . . . . . . . . . . . . . . . . . . . . . . .  32.0 20.8 32.0 12.2 118.6,44.0 X

Insurance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  36.6 24.5 36.6 16.8 126.6,65.6 X

Value . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  13.3 9.7 13.3 3.3 59.1 X

Mobile home costs . . . . . . . . . . . . . . . . . . . . . . . .  63.5 37.8 63.5 41.8 260.6,82.2 X


X means not applicable. 

1The first number represents the index of inconsistency for whether real estate taxes and insurance premiums were included with mort­
gage payments; the second number represents the index for the amount of such payments. 

2The first number represents the index of inconsistency for having an installment loan or contract on the mobile home; the second num­
ber represents the index for the dollar amount. 
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