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Introduction

The Census X-11 seasonal adjustment méthod is a widely used procedure that
has been difficult to understand from a theorecical point of view. In an attempt
to understand how X-11 might fit into the statistical framewcrk of signal extraction,
Cleveland and Tiao (1976) found an ARIMA model for the observed unadjusted series
for which the standard options of X-11 is appropriate. However, many series that
are adjusted by X-11 do not follow the Cleveland and Tiao model; consequently an
appropriate question is: given an ARTMA model for the unadjusted data, what is
an appropriate way to seasonally adjust the series? In an attempt to answer this
question, Box, Hillmer and Tiao (1978) began to develop an ARIMA model based
aprroach to seasonal adjustment. The basic idea behind this approach is that there
is infor;ation in the unadjusted series abcut how the seasonal ‘adjustment should be
carried out and that this information should be fully exploited when seasonally
adjusting a series. The ideas in Box, Hillmer and Tiao (1978) are largely
theoretical in nature and prior to this project have not been tested on a large
mumber of actual series. Therefore, the main purpose of this year's project has
been to ccmplete an empirical comparison involving the model based procedure given
in Box, Hillmer and Tiac (1973).

Befcre procceeding we shall briefly indicats scme of the rsasons that motivatad
us to camplets the empirical stwdy. First, a ccmpariscn of the mcdel based apprcach
with X~-11 is important in order to evaluate the relative merits of the two methcds.
Second, as Gecrge Box has frequently pointed out, we believe that the most rapid
progress can be achieved if we itsrate between thecry ard practice. Since we have
an available mcdel based theory for seasonal adjustment, an Lrportant next step is
to apply that technique to real data. At the beginning cf this project we sxpectad
to find that the current mcdeling methceds wers tco narrcw Co apply ¢ all of the
Census 3Bursazu series and that these medeling tachniques weuld have to be axpanded

and their implications ZIor seascnal adjustment axplorsd. In zddition, we exvectad



to learn more about how the model based apprcach fits into che idea of seascnal

ad justment sc that improvements can te made. Finally, we felt that it was

important to demonstrate that a model based approach is fzasible for the Census
Bureau. Even though a mcdel based approach is expensive in terms of the time
required to model each time series, we believe that the advantages far cutweight

the expenses. Modeling the data is always a good idea. It forces the model
builder to learn more about the data so that the data is seen in a diffsrent perspec-
tive. Model building frequently provides rew insights about a data set that can

be helpful in whatever the data is to be used for. We have a bias against automatic
statistical methods because tco cften an automatic method allows the user to do
scmething® without thinking; whenever this happens we are likely to lose same
information that may be important. We believe that cne of the biggest advantagsg

to a model based seascnal adjustment technique is that it is not automatic and in
contrast to an automatic method it forces the user to think about the data.

We next cutline the structure of the remainder of this report. In part 1 we
provide the theorestical details behind the ARIMA model based seasonal adjustment
method used in the empirical study. In part 2 we describe the ways in which we
have extended the ARIMA time saries mocdels to more appropriately model scme of the
series that were considersd in the study. In part 3 we report the results cof the
empirical study. Finally, in part & we discuss a mumber of issues related <o
seascnal adjustment that arose during the year. We have written each part so that
they are self contained as much as possible. In particular, the equation numbers

are relevant cnly within each individual part.



Part 1: An ARIMA Model Based Approach Co Seasonal Adjustment

I. Introduction

Business and econcmic time series frequently exhibit seasonality; this
may be described as regular periodic fluctuations which reocour with about
the same intensity each year. Many people argue that seasonality should be
removed from economic time series so that the underlying trend is more clearly
discernable. As a result of this belief, a mumber cf procedures to seascnally
adjust data have been developed, the most widely used is the Census X-11
procedure described in Shiskin, Young and Musgrave (1967). The X-11 program
can be ®iewed as an emperically based method develcped over many years. The
_purpose of this paper is to develop a model based apprcach to seasonal adjust-
ment based in part upon the years of experience implicit in the X-11 procedure.

It is assumed that an observable time series at time €, Z_, can be
represented as

Zt = St + Tt + Nt (1.1)

where St’ Tt ard Nt are mitually independent seasonal, trend and noise
components. It may be the case that a more accurate representation for Zt
would be the product of St’ Tt: and Nt' In this situation, however, the model
(1.1) would be appropriate for the logarithms of the original series. We
shall also assume that Z, follows the multiplicative ARIMA model. (Box ard
Jenidns, 1970)

2 (B) #(B%)Z, = 9(8) o(B%)a, (1.2)

where B is the backshift operator, BZ_ = Zt-l’ 9(B) is a polynomial in B of

t
degree p and +(B®) is a polyncmial in B® of degree P both having their zeros
on or outside the unit circle, 3(B, is a polynomizl in B of degree q and 3 (3%)
is a polynomial in 3% of degree Q both having their zeros cutside the

unit circle, #(B) #(B%) and 3(B) &(B®) have no commcn zercs, s is the



seasonal pericd and the at's are independent and identically distributed as
N(O,caz). In what follows we shall denote ¢(B) #(B%) by ¢*(B) and 8(B) 8(B°)
by e*(B). We assume in this paper that the parameters in (1.2) are known.
The reason for restricting Z, to be generated by an ARIMA model is that, Box,
Hillmer and Tiao (1978) have argued that the class of ARIMA models are flexible
encugh to describe the behavior of many actual economic series and that ARIMA |
models have been used to successfully model a wide variety of time series data.
In addition, Box and Jenkins (1970) have described methods to build ARIMA
models from actual data. In practice there are situations where ARIMA models
may not‘be flexable encugh to adequately approximate a particular data set,
for example a szt of data may be affected by a strike. However, in these
situations ARTMA mcdels can frequently be appropriately modified to better
approximate reality, for instance intervention analysis, Box arnd Tiao (1976{,
can be used to allcw for strikes.

Based upen (1.1) and (1.2), we propose a procedure to estimate S, and T,
uniquely. Properties of the procedure are explored. The procedure is illustrated
on actual time series and the results are campared to those obtained by the

Census X~11 method.

2. Proverties of Seasonal and Trend Ccomponents

If in (1.1) the stochastic structures of St’ Tt and Nt are known then
estimates of S, and Tt can be easily obtained (see Whittle, (1963)and Cleveland,
(1972). In practice, hocwever, neither St nor Tt are observable so that it is
impossible to corrletely specify their structures. In contrast, since the
Zt's are observable, the stochastic structure of this component can be accuratsaly
determined. It is therefore rsascnable to expect chat the known stechastic
structure cf Z, will at least partially detsrmine cthe stochastic structurss of
S. and T,. This idea is more Zully develcped in seccion 3, hcwever, we firsc

investigata the prcperties that we expect the seascnal compenent and trend



components to have.

It is well known that the Census X~11 prccedure may be approximated by
a linear filter, for instance see Young (1960) and Wallis (1974). One impor-
tant feature of the filter weights for both the trend and the seasonal components
implicit in the X-11 method is that the weights applied to more removed obser-
vations from the current time period decrease. This feature was probably
incorporated into the X~11 program because many series have both stochastic
seasonal and stochastic trend components. In other words, the trend and
saasonal compornents tend to change over time so that the information about the
current trend or seasonal is contained in the values of Zt close to current time.
Therefore, in developing a seasonal adjustment procedure we must allow for

stochastic trend and stochastic seasonal components.

2.1 Stechastic Trerd

We shall assume that the trend compenent, Tt’ follows a model in the

ARIMA class.
op (B)’I‘t = n(B)cC (2.1)

where s (B) and n(B) are polynomials in B and ¢, are i.i.d. N(O, acz). To
allow for a stochastic trerd component it is required that T: be a nonstaticnary
medel or equivalently that o (B) have zerocs on the unit circle. Box and
Jeridns (1970) have shown that if Sy (B) = (1-B) the forecast function of (2.1)
is an updated level and if or (B) = (1-8)2 the forecast function of (2.1) is
a first order polyncmial whose level and slope ars updatad each period. Further-
more, it is well knmown that realizations of nonstationary time series wander through
time with no fixed mezn level.

We next ccnsicer the trend ccmronent from the Irequency demair. ror
staticnarv time seriss, the spectial densizy furcticn of a trend component

snould be large Zor the low frequencies and ralativaly smaller fer the high
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frequencies. Now the spectral density function of (2.1) if ¢T(B) = ~Y(B)(1—B)d
is strictly speaking not defined, however, we can define a pseudo spectral

density function (p.s.d.f.) for (2.1) by

EI,(w) = °2c n(eiw) n(e—iw) (2.2)

op (&) op (&™)

Now the p.s.d.£. (2.2) is infinite for w = o0 and very large for small w. This
1s consistent with what could be viewed as a stochastic trend componert.

2.2~ Stochastic Seasonal

Initially, it is more difficult to specify a mathematical model to des-
cribe the seasonal compenent than to describe the trend component. However,
judging from censiderations in the X-11 program it is evident that the seasonal
component should (i) be capable of evolving over time and (ii) be such that for
an additive model, the sum of any s consecutive seasonal components shéuld be
close to zero. It is again assumed that the seasonal component is generatad by
an ARIMA model. In particular, we shall show that the medel

(1+B+ ...+ B0 5 = U®B)S, = #(B)b, (2.3)

where ?(B) is a polyncmial in B and bt are iid. N(O,abz) satisfies the
requirements (i) and (ii).

Since the polyncmial U(B) has all of its zeros on the unit circle, (2.3)
is che medel for a nonstaticnary time series and the seasonal compcnenc will
evolve over time. Also, E[U(B)St] = E[?(B)bc] = 0; consequently the expected
value of the sum of any s consegutive seascnal ccmponents is zero. I in addi-
ticn the variance cf U(B)St is relatively small, then requirsment (ii) will be
satisfied by (2.3).

It is also infermative o consider the psdf, fs(w), of the mcdel in (2.3)

. 2 i 7 '.:.'4
fsk'ﬂ) = O’b- J(ell)u e 'rq) . (7‘_/‘)
U(er™u (™)




It can te shown that £ (w) has the following properties: (i) £ (w) is infinite
at the seasonal frequencies w = % fork=1, ..., [25-] where [x] denotes the
greatest interger less than or eqﬁal to x. (ii) £,(w) has relative minimum
near the frequencies w =0 and w = .(.%ks_'i)l’. for k=2, ..., [%]. Therefore,
the p.s.d.f of (2.3) has infinite power at the seasonal frequencies and relatively
small power away from the seascnal frequencies.

Based upon the preceding discussion we have the following requirements

for the p.s.d.£, fs (w) of a stochastic seasonal compoment. (i) £5(w) is in-

finite at the m = [%] seasonal frequencies w = zis" for k=1, ..., m (ii)

(Z-1)r

£, (w) has exactly m relative minimum near the frequencies w = O and w = 5

for k = 2,’ ceey [-%]. Note that (ii) guarantees that £ (w) will exhibit a
"smooth'' behavior arcund each relative minimum. Therefore, we desire that

£ (w) exhibit monotonically decreasing behavior as w moves from one seasonal
frequency to the local minimum and the exhibit monotonically increasing behavior:

as w apprecaches the next seasonal frequency.

3. Model Based Seasonal Ad justment

Decomposition Weights for Known Component Models

In what follcws, we assume the additive structure (1.1) and that the
observable Zt’s follow the ARIMA model (1.2). In addition, the unobservable

seasonal ccmponent, Sc, follows the ARIMA mcdel
+,(B)S_ = ¥(B)bL, (3.1)

the unobservable trend ccmponent, Tt:’ follows the ARIMA mcdel

°T(B)Tc = n(B)CC, (3.2)

and the unobtservable ncise comperant Ne follows the MA model

Nt = ZI(B)dt . (3.3)



Then Cleveland and Tiao (1976) show that the optimal estimates of the

seasonal and trend ccmponents at time t are respectively

St JE.. WJZt y " W(B)Zt ard Tt Ji_a hJZC -4 " h(B)Zt. For values of t

near the middle of the observable data, the weight functions W(B) and h(B) are
2

¢m(B)¥(B) s (F)¥(F)
mm=a%, T (3.4)
a, g8 (B)s (F)
and )
0. (B)n(B)e _(F)n(F)
h(B) = Sy ST PsT (3.5)
y o e (B)e (F)

 Also, Cleveland (1972) and Bell (1980) have shown that the asympotic weight
functions (3.4) and (3.5) can be applied near the ends of the observed time
series by obtaining minimm mean squarred error forscasts of the future and

past of the Zt series and using the forecasts as if they were actual observaticns
in the asympotic formula.

Because in practice the St, Tc and Nc series are unobservable, it is
usually unrsalistic to assume that the models (3.1) - (3.3) are known as a
result, the gnreratlrg functions (3.4) and (3.53) cannot be obtained ard the
estimatas S and T cannot be calculated. We can, hocwever, gef an accurate estimate
of the model (1.2) from the observable Z, series. Consequently, it is of
interest to imvestigate to what extent a known model for Zt will determine the

models for the component series.

3.1 Restrictions uoen the Ccomponent Models

Now (1.1) and (1.2) izply that 8 (B)a. = 5(3;3(3%)s, - +(8}2(85)T, -

s - . . . . .
2(B) »(3 )N.. By taking the covariance generating functicns of both sicdes of

* *
. i = . 2% * 2 ¥ ( F)u(F
this equaticn it follows that 5,73 (B)e (F) = oy G (B>;\?gia(fgj\f) -
s 7T

¢ 2 LIBINE) (D) - 5”5 (3)a(B) 5 (DalF)
- 22(8) 35(F)

(3.8)



We assume that ¢S(B) and ¢T(B) have no common zeros since in practice
the only zeros that we would expect to be common to ¢(B) and ¢4(B) would lie
von the unit circle and Pierce (1979) gives reasons to rule these out. In this
case it follows from (3.6) that o (B) = ¢(B) s7(B). If s (B) s.(B) does mot
include all of the zeros of ¢*(B) then e*(B) will have at least cne zero in
common with ¢*(B) violating an assumtion in section 1. Cornversely, let X be a

zero of ¢ (B) 45(B) but not of 9,(B). Then (3.6) implies

s 26%(8) ¥ (F)og(B) o (B o (F)o (F) = & 2%(B)on(B)¥ (B)o” (Fog(F)¥(F)

v o 2% (Be (B)n(B)o"(F)s (E)n(F) + o o (B)oq(B)s (B)o (F)ap(F)e (F)
(3.7)

Now if X is a zero of ¢S(B) and by assumption not a zero of ¢T(B) then
substituting X in (3.7) implies that ¥(X) = O which contradicts the assumtion
that ¢S(B) and Y(B) have no common zeros. A similiar argument can be made if X
is a zero of ¢T(B). Therefore, it is evident that given the model (1.2) for Zt
that the models for S¢ and T, are restricted so that the product of their autore-

gressive polyncmials, ¢s(B)¢T(B), is equal to 3(B).

Therefors, (3.6) reduces to
2_* * 2
7, 9 (B)e (F) = o @T(B)W(B)¢T(F)?(F) + cczts(B)n(B)¢s(F)n(F)

2
# 54 97(B)o (B)a(B)sn(F)s_(F)a(F). (3.8)

3.2 A Particular Mcdel for Zt

To facilitate the developments that follcw we first consider the case

whera Zt follows the particular mcdel

(1-13)(1.85)2c = (l-slB)(l-azBs)at. (3.9)
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We lncw that the product of the autoregressive polyncmials of St and Tt must be
equal to (1-B)(1-B®). Therefore, a particular factorizatiocn of (1-B)(1-B®) must
be chosen. Based upon the discussion in sections 2.1 and 2.2 we take the model
for the stochastic trernd to be
(1-8)% T, = n(B)e, (3.10)

and the model for the stochastic seasonal to be
U(B)st = ?(B)bt . ' (3.11)
It follows f£rom (3.6) that
2 s 5 2 2, 2,
a_“(1-8,8)(1-0,8 )(1-elF)(1-e2£5) = 0, “(1-B)“¥(B) (1-F)“¥(F)

+ 0,2 UBBUEIN(E) + o, 2(1-B) (1-B%)a(8) (1-F) (1-F9)a(F)  (3.12)

Observe that for n(B), ¥(B) and a(B) to be consistent with the model (3.9) these
polynomials must be chosen so that they satisfy equation (3.12). Any polynomials
that satisfy (3.12) will be called acceptable polynomials and the resulting de-

composition will be called an acceptable deccmoosition. Note that the largest

power of B on the left hand side of (3.12) is s+1, thus it follows that in
general the degree of ¥(B) will be s-l+k, the degree of n(B) will be 2+k and the
degree of a(B) will be k. Also, if k>0 then at least two of the polyncmials
(l—B)zy(B), U(B)n(B) and (1-B)(1-B%)a(B) must have orders larger than $+1 and
furthermcre the polyromials ¥(B), n(B) and a(B) must be chosen in a manner so
that the powers of B larger than s+1 on the right hand side of (3.12) exactly
cancel. Therefore, even though strickly speaking k>0 is possible, this case
seems unresalistic and we shall require the order of ¥(B) to be less than cr
equal Co s-1, the crder of n(3) to be less than or equal tc 2, and the order of

2(B) equal to zerc for the particular medel (3.9).

[

If both sides cf (3.12) are divided by (1-3)(1-B%)(1-F)(1-F>) we obcain

2 R R S . A_S 2 -
Ga (1—013)(1—v23)<1.-~71r)(l—-:f:) _ oy #(B)¥(F) )
(1-8)(1-3%) (1-F) (1-F) U(B)U(F)
. 2. =
JC n(B}n(—, - _:dZ . (3.15)

(1-8)2(1-)°
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In equation (3.15) the left hand side is'knownand we wish to determine the
elements of the right hand side. Ome way to proceed is to do a partial
fractions deccmposition of the left hard side of (3.15). For instance, a

unique partial fractions expansica is

aaz(i-elB)(1-6285)(1-61F)(l-est)
(1-B) (1-B%) (1-F) (1-F°)

éBéF) __iéiil (3.16)

(1-B)°(1-F

* *,
where expressicns for v (B,F), n (B, F) ard e3 are given in the appendix. Let

fs*(w) ui(e. . 1w> and £, (w) = n (e - -iw) Then we note the
u(eW)U(e Wy (12 (1-e71%)?

following: (i) For the partial fractions deccmposition to correspond to
stochastic models for Se» Tt and Ne and hence an acceptable decomposition,
% *
it is required that f_ (w) 20, £ (w) >0 for 0 < w < v and €5 2 0. ii) Other
possible decompositions can ke derived from (3.16) by adding ccnstants to any
or all of (B F), n (B F) or &4 subject to the restriction that the
TEUD (1) )’
net amount added to all three expressions be zerc. Consequently, if an initial
* *
partial fractions decomposition yields values of £, (w) or £; (w) or ¢4 which are
unacceptable then it may be possible to add constants to these elements so that

C . .z min *,
they ars all positive. In particular, 1f we let ¢, = O<w<r £, (w) and

min

* .
€4 = (w) then it follows that it is ssible to crszta at least
2 " 0<w<nT Po

one acceptable deccmposition from an initial partial fracticus deccmposizion

if and only if =, + €5 + €4 > Q. (iii) If e, + €4 + £4 > O then it Zollows that
1 2 3= 1 2 3

chere are an infinite mumber of ways to medify (3.16) and obtain acceptable

decorrositions. In this case the kncwn medel Zer 2. dces not specify a unique

deccrmpositicon.



In sumary, if we are given a model for Zt then we can perfcrm an initial
partial fractions expansion and find €15 ez.and £3- If € + €y + €5 < O then
there does not exist an acceptable decomposition which is consistent with the
known model for Zt and the restrictions we have imposed on St, 'I't and Nt' If
€ * ey Feg= O then there is a unique acceptable decomposition. If € + €y + €3> 0
then there are an infinite oumber of acceptable decompositions comsistenc with

the given model for Zt'

Proverties of the Seasonal and Trend Derived from the Partial Fractions

~ From the previcus discussion it is evident that the partial fractions
expansion (3.16) will determine the general shape of the pseudo spec:ré% density
fhnctions’fs*(w) and ET*(w). It is of interest to examine if the partial fractions
approach leads to psdf's which are similiar to those of the stochastic trend
and stochastic seasonal discussed in sections 2.1 and 2.2.. The details involved

for the development of this porticn of the paper are included in the appendix.

The mein conclusions follow.

The Case ¢, =1

1

We first discuss the case where al = 1 so that the medel (3.9) for Zt

raduces to
s s
(1-B )Zt = (l-azB )at. (3.17)

It is shown in the appendix that the following are true based upon the medel (3.17)

for Z.- (1) The trend psdf is infinite at w = O and monotonically decreasing

Zfor any 35 in the range -1 < &y < 1. (ii) The seascnal p.s.d.f. is infinite at

r

- . S . .
the seascnal ZIrsquencies and has exaczly m = VZ] relative mnimm at w = O

(2k-1)=
s

for k = 2, ..., m. (iii) It is possible to derive an
4 ...20%
-(10s%2)-(56s™-56%) %
2(s = 2)

and near w =

acceptable decomposition when Z. follows (3.17) as lcng as 3 2
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Values of the mi nimum possible éz for selected values of s are given in the
following tabulation.
s 2 4 6 8 10 12 )
mn. 8, -.1716 -.1170 -.1080 -.1049 -.1035 =-.1027 =-.1010
Therefore, there are values of o for which the model (3.17) is not counsistent
with an additive decomposition as we have defined it, however a value of 8, > - .1010
will always lead to an acceptable decomposition with intuitively pleasing p.s.d.f's.
(0,1,1) (0,1,1)S Model

-

In the situation where Z, follows the model (3.9) the following results

are derived in the appendix. (i) The p.s.d.f. of the trend is infinite at
w = 0 and is monctonically decreasing for 8 and 8 satisfying the inequality

1 (1-0)2(1-6)) %28, (1-0 )%+ 262 (1-0)2(108,)%- 4(1-0,)%(146,9)> 0. (3.18)

Furthermore, ifez > -.1010 then any value of 9, in the range -1 < &, <1 will

1
satisfy (3.18) for any s. (ii) The p.s.d. of the seasonal is infinite at the

seasonal fraquencies and has a relative minimm at w = 0. (iii) If we require
that the p.s.d. of the trend is monctonically decreasing then the p.s.d. of the

7‘— ] fod
L:E—lll fork =2, ..., m

seasonal has unique relative minimum near w =
In summary, for the two models of Zt considered, the shape of the p.s.d.'s

behave in a rsasonable manner for a large range of the possible parameters.

However, in both examples we conclude that there are values of 8, and 8y corresponding

to the medel for Zt which are not consistent with deccmposing the Zt series as

we have defined the deccmpositicn.

3.3 A Canonical Decomposition

In cthis section we assume that an admissable deccmposition correspending
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to the medel for Zt exists. In the absence of prior knowledge about the
stochastic structure of the trend and seasonal components, all of the infor-
mation in the known model of Z. (1.2), about S, and T, is embodied in (3.8).
However, as indicated previcusly this-informatica is not sufficient to
uniquely determine the models for Se and Tt' Therefore, we must rely upon
additicnal information or another principle.to detarmine these models.

_If the cbserved series follows (1.2) than ¢S(B).¢T(B) = +"(B) where 35 (B)
is the seasonal autoregressive polynomial and QT(B).is the trend autoregressive
polyncmiai‘and
o, 0" ®) (E) 6 (B,F)

a
37 (B) o (F) 5 (B) o (F)

+ a(3,F) (3.19)

*
where a (B,F) and er(B,F) are respectively quotient and remainder where the
mumerator of the left hand side of (3.19) is divided by the dencminator. Then

the right hand side of (3.19) can be expanded by partial fractions as follows.

2 % * K N N
g 8B e (F) _ ¢ BF) + 2(BF) o+ & (B,F).  (3.20)
A ®
5 (B) # (F) 25(B) 9 4(F) 3x(B) 5(F)
'. . -- * g _‘
If we let ¢, = @D (e, &7 . = mn n (e, &M
ve et £, = : ) 3 Sy = o =, ’
POOIEIT L@ s e T 20w (B (o
&
2y = ominw < - a*(eiw’ e-iw) then it follows frcm the developments in saction

3.1 that for an acceptable decomposition to exdist it is necessary and sufficient
that =, - g, + iy 2 O. In what Zollcws we assume that an acceptable ceccmpesition
o

exists, then other accaptable ceccmpositions can te derived frem (3.20) by adding



15

constants to the components subject to the restrictions that for all 0 < w < m,

v(emz A 6,2 0, n(eiw, e'iw) + 85520, a(eiw, e—iw) + §3 20 and
iw -iw iw -iw
¢s(e )cs(e ) ¢T(e ) ¢T(e )

§4 * &y + &y = 0. Equivalently we require that —€g S8 S eg +egy =€y S5y S5y 4 E3,
—€3 < 8§32 € + g, and §; + &y + G5 =0.

In the general situation it is evident that an.infinite nunber of acceptable
decompositions corresponding to (1.2) may exist and in order to perform the seascnal
ad justment we must pick cne decomposition based upon information other than that
coqpained in the observable series Zt‘ Intuitively, it seems reasonable to extract
as much white noise as possible from the seascnal and trend components subject to
the restmictions in (3f8). This will maximize the errcr variance cdz and yield the

most deterministic seasonal and trend components. Therefore, we define the canonical

decomposition as the decompesition which maximizes cdz subject to the restrictions

in (3.8). Some properties of this decomposition are now discussed.

(i) Frem (3.20) and the restrictions upon S5 &g and &3 it is evident that
every admissible combination of & & and &3 defines a unique acceptable deccmposition.
Now frem (3.20) it follows that

0, 25" (@)6"(F) = (B F)oq(Bon(E) + 2 (B,F)a (Ba (F) ~ "(3,F)e (3)o (F). (3.21

Using a result of Hannan (1970, p. 137) we have that

1n dd2(53) =2% {;ﬂ' ln 53(“7:53) dw (3.22)

whera f3(w, 53) = [a*(eiw, e-iw) - 53] l¢*(eiw)lz. New f3(w,£3) does not depend on 3,
if a*(eiw) = 0 and is otherwise strictly increasing in I,. Thus it follows that

cdz is maxdmized wnen iy = £y 0T Ege Hewever, from the restricticn that s R T R 0
and the restrictions c¢n 3 and 5y we have that for the cancniczal deccmpositicn

=5 ard 3. = -5 It Zollows that the canonical decompeositicn is unique.
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. . s L . 2 . . .
(ii) The cancnical decomposition minimizes 9y the innovation variance
of the shocks driving the seasonal component, and ccz, the innovaticon variance of the

shocks driving the trend comporent. To see this result note that

1n 0, 2(5) = ;& 17 1n (£, (w, 5) 1w (3.23)

T

in ccz(iz) = 2% {Z ln [fz(w, Ez)]dw (3.24)

where

£ (o, ) = 0 21 ()2 - "™, &)y (112 - oT(el¥, 719 471 |2
s 51I¢T(eiw)lz and £,(w, &) = cazle*(eiw) 12 - 7, e'iw)lcb,r(eiw)fz
- ™, &% )12 4 gy08 (eM))%. Since £ (v, §;) either does mot
depernd cn 5, o7 is strictly decreasing as & decreases and a similiar observation
bolds for fz(w, 52) it is clear that ahg is minimized when 8 =% and ocz is
minimized when §y = —€q. Since these values correspcnd to the canonical decamposition
the stated result is true. These particular properties of the canonical decompositicn
are intuitively pleasing since the randcmress is St arises from the sequence of bt's
and the rardonness in T, arises from the sequence of c_'s. Thus minimizing °b2

t

2 s . L.
and oa makes the seasonal and trend ccmponents as deterministic as possible while

remaining consistent with the information in the observable Zt series.
(iii) We let ¥(B) dencte the moving average polynonical of the ssasonal
and n(B) the moving average polynonical of the trend in the cannonical decompositicn.

Then from (3.20) we have that ¥(B)¥(F) = ?*(B,F) - el¢s(B)¢S(F) ard 2(B)n(F) =

n*(B,F) - 52¢T(B)¢T(F). Frem the definitions of <, and =, it is evident that both

s

¥(B) and n(B) have at least one zero cn the unit circle. Thus for the canonical

deccmposition both the medel for S_ and the mcdel for Tt ars not invertible. “when

o

St and T_. are stationary it is known that for large n the eigenvalues of che covariance
-
v - fud oAI - = - ’ -.,.‘\ - A
matrix of S. aprroach Zwrs(— T+ 223 /n, -el) and these of T. approach 27E (-7+217] /n,-=2).
- -
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Then, asvmpotically, for both St and Tt at least one of the eigemvalues will

approach zero implying a linear dependence'in each ccmponent.

3.4 More Generzal ARIMA Models

The developments in section 3.1 were based on the assumption that the model
for Zt was (3.9). However, the properties of the canonical decompcsition were based
on the general ARIMA mcdel (1.2). A close lock at the derivations in the previcus
sectiors reveals that as long as an acceptable decompositicn is achievable, there is
no restrictions upon the form of the moving average polynomial 2" (B) in the model
btased method. In addition, it is an easy manner to enlarge the possible autoregressive
poiynomials over the (1-B) (1-B%) polynomials comsidered in section 3.1. All that
is requiged is to chose a particular factorization of the autoregressive polyncmial
for the trend and seasonal components. In particular a model fer Zt which has the
autcregressive operator ¢(B) (1-B%) should be factored so that #(B) (1-B) is®
the trend polyncmial and U(B) is the seasonal polynemial. With these extensions
the model based seasonal adjustment techniques that have been described should cover

a wide range of actual time series.
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Appendix

In this appendix we develop some prcﬁerties of the shape of the p.s.d.f of
the trend and seasonal components based upon a partial fractions expansion for the
models (3.9) and (3.17). Without loss of generality we take ca2 = 1. After quite
a bit of algebra it can be shown that the partial fractions expansion based upon
(3.9) is

(1-8,B)(1-0,B%) (1~8,F) (1-8,F")
(1-B) (1-8%) (1-F) (1-F°)

1 (1-61)2(1—62)2 [ez(l-el) + el(l-ez) (s+1)(s-1) (1-61)2(1—62)2]
“(1-8)2(1-F)* { s i 2

(l+B)€1+F)} . (1-e2)2 ((S+1)(8)(s-1) (S+1)(S=1)(S+1)(S) (S-1)
{ 2 e 725°

U(B)U(F) 6S

- (8+2)(S+1)(S)(S-1)(S-2) b (1-0 )21, [(E=D(s-2) ] (5+1)(S-1)(s)(S-1)(5-2)
1208° L 657 L 725°

- (S+l)(<)(8-1)(°-2)(8—3) ) (l 6 ) ] (B-v-F) - ...+ [(4)(3)(2) 9 +

2 1
120s p”.
(S-DES-DWBR) _ (H®WEB@XA) 2 (353 . =% .
{ 7 21} (1oe)? )
728 120s”

8

{(3)(2%(1) b (51 (=) @DW) (4, ) 55 . 59 } (A.1)
6S 728~

Also it can be shown that the partial fractions deccmpesition based urcn the mcdel
(3.17) is

s <

(1-3,B )(1-621-‘")

1
= & (1-0)" = (1-5,)° {(Sel)(S)<S-l) -
(1-87) (1-F (TB)(1-F) T80T

(SNSD(S=D) 37y ., . DDA (552 5")} (A.2)
6q~ 6S°
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Now consider first the expansion (A.Z) corresponding to the model (3.17).
It is evident that the trend p.s.d.f is infinite for w0 and monotonically decreasing

in w since the term lé (1-92)2 > 0 for any possible 8,. Also, we conjecture that
)

the p.s.d.f of the seasonal component has its minimm at w=0. This conjecture is
cifficult to verify analytically but has been verified by mumerical means for S

from 3 to 2G. Consequently, we have that € =4§2 (1—62)2, €y = £§ii§é§:ll (1-62)2

and €,y = 8, SO that for an acceptable decompesition to exist it is required that

Sty teg= (52 + 2)922 + (1082 - 4)62 + (52 +2) >0 or equivalently

—(108% - 4) + (965" - 965%)*
2(S2 +2)

« 92

(A.3)

In sumary, for the model (3.17) any 8, which satisfies (A.3) will via partial
fractions lead to an acceptable decomposition with a trend p.s.d.f that is infinite
at w=0 and monotonically decreasing. The characteristics of the seasonal p.s.d.f
for this model are similiar tc that of mcdel (3.9) given below. They follow from
the fact that the trend p.s.d.f is monotonically decreasing.

For the model (3.9) and the corresponding partial fractions decompositicn (A.1)
we first consider if the trend p.s.d.f is monotomically decreasing. From (A.1l) the

trend p.s.d.f is

al 32
fT(w) = — —_—
4{1—cos(w) ] 2[1-cos(w)] (A.4)
-1 2 2 - 1 ~
where @, = 82 (1-61) (1-62) ad @, = 62(1—61) + 52 el(l-ez) +
($+1)(S-1) (1_51)2 (1-32)2. Now for £(w) to be monotonically decreasing

12s™
in w we require that £'(w) < O for all ¢ < w < 7. This then requires that we have
@+ oy (l—cos(w)] > 0 for all o< w< r. If 3, > O then this inequality is satisfied
fer 2ll w and if ay < O the extreme case is at w = 7. To guarantee that the inequality

is satisfied for all w we require that 3 + Zaz > 0. Therefore, the region for
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which the trend p.s.d.f is monotonically decreasing is

1 2 2 2
z (l-el) (1-92) + 262(1—61) +

1 2 2 2 2
o2 {(1-8)°(1+8,7) + 4(1-8,)(1+8,%) } > o;A

w

)
Note that the last term in (A.5) is positive for all values cf @, and 8, and it's
influence d2creases as S becomes large. It follqws that if 8y > - .1010 then the
sum of the first two temms in (A.5) is positive and thus any 8, > - .1010 will lead
to a trerd p.s.d.f which is monotonically deéreasing.
Finally, we consider the shape of the seascnal p.s.d.f in the case where the
trepd p.s.d.f is monotcnically decreasing. We first consider the p. s.d.f.of Z,
eiszZ

|1-elelw12.11- 5,

- f(W) = -
2-11 _ estl2

1)
(1+81)2 - Zelcos(w)
2{1 - cos(w)]

Now £f(w) = fl(w).fz(w) where fl(w) = ard £, (w) =

(1+622)-292cos(sw)

2{1 - cos(sw)]

Furthermore, we have that

sin(w)(l—-al)2

fzy(w) = - < Ofor Oxw <
2[1—cos(w)]2
and 2
' S sin(sw)(l—ez)
f2 (W) = -
2
2| 1-cos(sw) ]

so that the sign of fz’(w) depends upcn the value of sin(s.w). Now if s.w =

(Zk-1)r for k=1,2,...,m with m = [2] then sin(s.w) = O and cos(sw) = -1 so that

n

;
- s . . - N ; : = = /. . L /A -
£,'(w) = 0. This implies that thers are m relative minimm of L,(w) at w =3 (2k~1)=

for k=1, ..., m. In additiou,since -sin(sw) is a monctonic increasing functica in
% (=2)7 < w < % (2k)z for k=1, ..., m chen the value of 52'(w) is monotcnically

increasing in chese intarvals.
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Next we have that £'(w) = £ '(w).5,(w) + £ (W) .£,'(w) so that £'(w) = O
if and only if fl'(w)fz(w) = - fl(w)fz’(w). From the previcus discussion it follcws
that £,'(w).£,(w) < O for all w ard £,(w).£,'(w) is momotonically increasing for
% (-2)7r < w < é (2k)r and k=1, ..., m. Thus, there are m unique relative minimm
of £(w) and £'(w) is monotonmically increasing for % (2k=-2)7w <w < % (Zk)r k=1, ..., m.

Now we have that f£(w) = fT(w) + fs(w) where fs(w) is the p.s & £ of the seasonal
and £.(w) is the p.s.d.f.of the trend. We consider the case where £.(0) = = and
ET(w)‘is monotonically decreasing. We let the set 2 = w: {w= % 2kr k=0, ..., m},
then it follows that fs'(w) = f'(w) - ET’(w) if wé o and fs'(w) = 0 if ard only if
£'(w) = f'f?w). From the fact that E'T(w) < C for all O<w <7 and the properties of
£'(w) derived above we have that fs(w) has m-1 unique relative minimum in the range
é (2k-2)1 < w < %-(Zk)w k=2, ..., m. Finelly, it is an easy matter to verify
directly from the form in (A.1) that fs'(w) =0 for w = 0, so that fs(w) has an

additional relative minimum at w = O.



Part 2: Extensions of ARTMA Mcdels

A time series mcdel builder armed witﬁ Box-Jenkins ARIMA metheds discovers
very quickly that ARIMA models alone are insufficient to deal with many of the
Census Bureau's time series. Simple ARIMA models do not specifically allow for
the possibility of outliers, trading day variation and variation due to the place-
ment of Easter; however, a large percentage of Bureau series contain cne or more
of these characteristics. Consequently, if we are advocating a model based approach
to seasonal adjustment, then it becomes necessary to develop methods which allcw
one to mcdel time series with these characteristics. During the course of this year
we %ave begun to develop these models. Our attempts should not be regarded as the
final prgguct but rather a first step in the right directicn. Even thcugh we
fraquently used scme simple minded mcdels, we have found that cur efforts have
appeared to be sucessful in many cases. In this section, we shall briefly describe
the techniques we have developed to deal with cutliers, trading day variation, and
holiday variation in time series. We acknowledge that there are other types of
problems that occur in Bureau series (e.g., strikes), bur thus far we have not
cousidered these. One obvious approach to many other problems is to use the

interventicn analysis technique develcped by Box and Tizo (1975).

Cutliers

When dealing with ocutliers in ARIMA time sexries medels, it is impertant to
understand the ways in which potantial cutliers impact the original time series.
These issues can probably be best illustrated by means of a simple example. Suppose

that an observed time series, Z_, follows a randem walk medel

t)
(1-B)Z_ = a,_. (2.1)
o £
Then suppose we have an outlier at time € = 5. It will te comvenient to derfine

the ''pulse’’ variable
t l if ¢ =
p (O
c

po
L

0

0 ctherwvise.
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We let Zt denotz the value of the time series at time t excluding the effect of
the outlier and Zt“denote the value of the time series at time t including the
ffect of the ocutlier. Then there are at least two ways to allow for the pessibility

of an ocutlier at t = tO. We can let model be

(1-B)Z, = a, and Z_ =7 + w,Pt(to) (2.3)
or formally '
z, = w-PC(tO) L (2.4)
1-8
The cutlier model (2.3) clearly allews for Eto = Zto +w ard ét =2, if

L=t So that the result of (2.3) is a pertubation at time , in the original
-
time series. We shall call cutliers generatsd in this manner ''observation ocutliers'..

Another possible mcdel is

_ . o o (£) .
(l-B)Zt = a. and (l-B)Zt = (l-B)Zt + w'P 0 (2.5)
2 _ ep (B,
(1 B)Zt = WP o'+ a (2.8)
Now from (2.5) it follows that Zt =2 1if £ <ct_. However, Z, =2, - w'P (t0)+
- - t Q - ‘-O L.O—l [
a =2 +w 2 =Z +a =2 ., +wandZ =2 _, +wifor kK>0.
T R N R EgH T Ctork

Thersfore, the effact of (2.5) is a pertubation of w in every value of the original
time series after t = t,- Since in (2.6) the outlier can be viewed as a shift
in a_ we call cutliers generated in this manner ''innovation cutliers’.

c
(o]

The choicz of the way in which we wish to mccel ocutlisrs should degend in part
upon kncwledge about the time series being modeled. However, for most cases if weuld
seem to be unreascrable Co expect an cutlier to affact all of cthe observaticns
subsequent to izs initial imract. Thus, in the absence of any cther kncwladge it
seems mors raascnabla o use zhe observaticn cutlier cemcept. But as an illustradon
Chat the cbservaticn cutlier concapt should not be unversally aprlied, we Icund
while medeling the time seriss ''racail sales of varisty storas’’ chat thers wers

srcblems when the cbservation cutlisr concspt was applisd. Aftar scme investigacicn
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we were told that at the time of the apparent ocutlier a large veriety store chain
went out of business ard, as a result, many'of the variety stores sales were probably
transferred to the category of department stores sales. Therefore, in this
particular series the inncovations outlier formulaticn is more appropriate.

We next describe the procedure that was usuzlly followed to identify and
model cutliers for the time series analyzed dwzing this year. First an ARIMA
time series model which allowed fcr trading day and holiday effects where appropriate

was identified and the parameters were estimated. The estimated residuals, ét,
were obtained and if ato was larger than three times its estimated standard errcr
a potential outlier at time t, wWas identified. The model
(c)
- Zt = W'}?C + Nt

where N. is the previcusly identified ARIMA model was then fit and the estimated
value of w, W, was compared to its standard error. If W was larger than twice.its
standard error then the cutlier was taken to be signifigant and left in the model;
if @ was smaller than twice its standard error the cutlier was not included in the
medel.

Thers are at least twc potential problems with the above procacdure that need to
be irmvestigated further. First, using it to judge the timing of an cutliier is
appropriata if we are using the innovaticns cutlier concept. But because for most
cases we want to allcw for observation cutliers, it is not clear that examination
of the Et's will necessarily lead to the correct specification of s For instance,
an observation cutlier at time € follewing model (2.1) can lead teo large values of
ét and ét -1 The point is that unless we are carsful we may try and include mors

o c
outliers in a mocdel than are truly present in the data or we may exclude a potasntial
cutlier from the model. This issue clearly deserves furcher irvestigation. Seccrdly,
while the probabililty of cbserving, say, a ncrmal randem variabls mors than three

standard errors away from its mean is small, it is nct zerc. Thersfcrs, we may e
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fitting outliers and deciding that potential outliers ars significant when in fact

they were just rardom cccurances. Again this area needs further study.

Mcdeling Trading Dav Zffects

A signifigant proportion of the Census Bureau's time series ars affected by
the fzct that every month except February has a varizble mumber of the different
ldnd of days of the week. This arises in part because of the fact that individuals
buying behavior and scme instituticonal patterns are based upcn the days of the wesk
rather than the mcnth. Time series models such as ARIMA models which attempt tc
destribe the correlation pattern between months without allowing for these trading
day effects are inadequate for widespread use at the Census Bureau. In what follcws
we desc:i;e the way in which we have expanded the class of ARIMA models to allow for
trading day variation.

We assume that after appropriately accounting for the seascnality in a time
series that the resicual effect of trading day changes can be approximated by a
deterministic model. We let IDC denote the trading dzay variation of month t. Then
TC,_ should bte a function of the mumber of distinct types of days inmonth t. In

t
particular, we assume that

~J

. =, 3°X._ 2.7)

whers xit i=1, ..., 7 are respectively the mmber of Mcndays, Tuesdays, Wedresdays,
Thursdays, Fridays, Saturdays and Sundays in menth t and 8y, ..., 35 are parameters.
Now since (2.7) represents the trading day perticn of the time series and since

we are develcoping the medels with the idea of seasonal adiustment, we want o

imrecse the rastriction that the average trading day =fZasct cver the long term is

zero. Otherwvise, ZD: could be viewed as including a porticn of the crend. Therziore,

for large n we desirs that
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n 7 7 n

t . 8 X, =z 8, I X._. . (2.8)
t=l i=l - T ia1 T e

n
0=: T
t=1

n
Now, we notethat ¢ X1t is the total mumber of Mondays in the n months and
t=1

t=

o

similarily for = Xit i=2,...,7. In addition, for given large n the value of
t=1

n
L X, will be approximately the same for each i. Therefore, from (2.8) if we
t=1

n 7

want & TDt = O then we must have £ 8; = 0. Incorporating this restriction into
t=1 i=1

(2.7) we may write,
- .= & 8 D (2.9)
where Dig = Xit- X7t i=1,...,6.
Now we assume that seasonality apart from TDt can be modeled by ARIMA
models; thersfore an overzll model for a time series including trading day
variation is

Zt = TDt + Nt (2.10)

where N_ is an appropriatsly chosen ARIMA model. We nota that (2.10) is a
member of the class of regression models with ARIMA errors.

Now it is well known (see e.g. Pierce (1971)) that under scme relatively
weak restrictions as n gets large the parameter estimates of §'= (al, cee 36)
in (2.10) are approximately normally distributed and are distributed indeperdently
of the parameter estimatas in the ARIMA model. Therefore, inferences abcut 3 can
be made separztely from infarences about the ARIMA paramecers and standard cormal
theory can be applied. However, the estimates of the parameters, 3, ars correlatad
s¢ that infersnces about the parametars 3 should be made jointly. For example,
we would like to tast che hypcthesis Hyt 3, = 35 = ... = 2 = 0 since if that
hvpothesis cannct be rejectad than there is nc evidencz that the trading dav

variables arz necassary in the medel (2.10). YNow if we let A dencte the covariance
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matrix of 3‘then assumirg Hy is true it follews from standard normal theory that

Q= Q'A'l 8 has asymptccically a chi-squared distribution with 6 degrees of freedem.
Consequently, this distribution theory can be used to find a critical value for which
Ht will be rejected when Q is too large. In cur mocdeling this year we viewed the
parameters 8 as a set and either included all six parameters in the model .or did not
include any of the six. There are undcubtedly cases where there is a signifigant
trading day effect but six distinct parameters are not necessary; however, for the
purposes of seasonal adjustment we see no need to reduce the mumber of parameters.

Idgntification and Estimation of Models which include tradine dav variaticn

In the medel (2.10) the nature of TDt has been specified above; however, it
is neces®ary to identify a pa;ticular ARIMA process for the model. Cne approach
that has worked sucessfully is to examine the sample autocorrelation function
of the original time series in order to determine the degree of differencing.
Suppose that it is appropriate to difference the data so that the sample autocorrelation
function of W, = (1-—B)d(1-312)DZt dies out. It is frequently the case that the
samrle autocorrelation functicn of WE exhibits a confused pattern because of the
trading day influence. Therefore, what we have done is to ccnsider the sample
autccorrelation function of the residuals from the regression of Wt on
(l-B)d(l—Blz)D Dit i=1, ..., 6. The basic idea is to remove the influence of the
trading day factors by a preliminary regression so that the pattemrn in the sample
autccorrslation function of the regression residuals can be clearly seen. Nots,
it is necessary to first detarmine the degree of diffsrencing since cotherwise the
estimatss of the ai's in the preliminary regressicn will be inconsistent and the

sample autocorrelation pattarns may be misleading.

m

The mecthcd described abcve has seemed to be successiul; but Lt siculd te
examinaed frcm & mors theorstical viewpolnt 1o order Zo have abetIar understanding
of the proccess. Also, it is of interest to know how the tracing day Zactors affacc

the sarmple zutocorralacticn funciicn.
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Cnce a model has been tentatively identified, the parameters 8 and the
ARIMA mcdel parameters can be simultanecusly estimated using the TSPACK package.
In addition, TSPACK can be used to perform dizgnostic checks on the fitted mocel.
Once an adequate model has been found it is an easy matter to trading day adjust
the data: (i) The estimated trading day facters are calculated by iDt = g 8. D,

=i L 7it
where Qi are the estimates of 8, for i=1, ..., 6. (ii) The trading day adjusted

series for month t is then Zt—TDt.

Easter Holiday Effects

For a rumber of retail sales series, the level of the series can be
significantly changed because of consumer buying behavior ard steres marketing
behavior®around the date of Eastar. This phencmenon creates a different kind of
problem than many other holidays (such as Christmas) because the date of Easter
changes each year so that its impact upcn March and April also charges each year
depending upon its placement relative to these months. We next consider one methed
to mocdel the effects of Easter on a time series.

For illustration we assume that a series of hypothetical daily sales will
increase by a constant unknow amount § for a fixed mumber of days, say m days,
prior to Eastsr. We acknowledge that this is a simple minded assumpcion;‘hcwever,
because we can only observe monthly data, it is impossible to empirically determine
the daily movements around Easter. Furthermore, the effects of ocur sinple
assumption upon the final results are probably very similar to the affects of more
complex assumptions about the daily behavior.

Under the above assumption, in order tc account for the effscz of Eastar we
need to properly allccats the effects from Easter to the months of March and April.

To acccmplish this we define
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S if Easter £alls on April S in year j
S-31 if Easter falls on March S in year j

and further define for month t in year j

[ o if the month is not March or April
4 1 if Ej.ﬁ 1 and the month is March
| 0 if Ej_>_m-|-landthe month is March
. m~E +1 if 2 < E. <m arnd the month is March
Y = —1 - 37
t m
- 0 if E‘.j < 1 and the month is April
1 if Ej > m+l and the month is April
E~-1 if 2 :-Ej < m and the month is April.
m

Note that for each month Yt represaents the proporticn of the m days assumed
to be affected by Easter in that month. EBased upon thess developments, the mcdel
describing the Easter holiday effect is

Ho = (m°8) Y, = a¥

t
whers 4 is an unknown rcarameter which will be estimated from the observed data.
If we assume that the Easter effect is fixed, that there are trading day effacts

and a resicual ARIMA medel to describe the seascnality (Nt) then an appropriata

medel is
6
= 4" - ¢ 8,°D. N, . 2.11)
Ze Ter B 8D -, (2.11)
i=1
When modeling series with changes due tc Zaster we have fit mecel (2.11). However,
it is necessary to specify a valuve ¢ m i1n order o calculaca Y.. Wwnat we have

-
-

-

done to detarmine m is to fit medei (2.11) usingm = 0, 7, 14 and Z1 and chen
cheese the value of o wnich yeilds the smallsst sum of squarss. In this way we

lat the value of m e decermined from the serias being medelad. This orocedura
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has seemed to work successfully for mcst of the series that we have modeled.
Hewever, we feel that the best way of modeling Easter variation should be studied

furcher.



32

Part 3: The Empirical Studv

As we stated in the introduction to this report, our main geal this year
was to conduct a moderate sized empirical study comparing the model based seascnal
ad justment method to Census X-11 and Statistics Canada X~11 ARIMA. The reasons
for including X-11 in the study are fairly obvious. (i) X-11 is the method currencly
being used at the Census Bureau. (ii) X~11 has been used for many years and most
people involved with seasonal adjustment have had experience using X-11, therefore
X-11 is a natural method to use as a standard of comparison. (iii) Apparently
peopie are scmewhat happy with the results of X-11 so that any new methcd must not
give resull:s which are radically different than X-11 for the majority of series
or the new method is probably suspect. X-11 ARIMA was included in the study because
we felt that there was a chance that it might replace X-11 in the near future;
consequently, ccmparisons cf the model based and X-11 ARIMA were important. Finally,
the particular mcdel based procedure was included because of the research fellow's
involvement in developing it and the theorstical advantages cited in part 1 of this
report.

From a purely theoretical viewpoint there ars several reasons wny the model
based prccedure cculd be considersd superior to the other two methods in the
cemparison. The mcdel based methed uses information about the individual cime series
being adjustad in a rigorcus way when deriving the moving average filtars to be used
for adjusting the series. In this sznse, the model based adjustment is thersfore
consistent with the structurs of the data while X{-11 and X-11 ARIMA are not necessarily

consistent with this infermation. The filters in the mcdel based apprcach ars

applied at the ends cf the data zrs more appropriata than those of X-11. As
cpoesed to X~11 and X-11 ARIMA, all of the statistical assumptions Zor the medel

based procecdurs are rigorsusly specified and the degrese of arbitrazriness is axactly

- ”
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known. Because the idea behind the model based approach is to make use of the
information available in the series to be adjustad when deriving the estimates of
seasonal factors, in principle we might expect the model based procedure on the
average to give a better seasonal adjustment than X-11 or X-11 ARIMA.

Even though in theory a model based adjustment may be better than an adjustment
from either of the other two metheds, it is of interest to determine if in practice
there are any major differences in the various metheds. If, for instance, for all
practicai purposes the model based approach yields the same results as X-11 then
there would be no advantage in using the model based apprcach even though in theory
it may be superior. Determining the degree to which the three methcds differ in
practice is largely an empirical matter. In addition, there are several questions
about the Todel based approach that can only be answered empirically. First, as
is evident from the theoretical discussion of the model based apprcach given in
part 1 of this report, there do exdst ARIMA mcdels for which a seasonal decomposition
does not exist. An important empirical question is whether or not these types of
ARIMA models cccur in data series that are ccommonly seasonally adjusted at the Census
Bureau. Secondly, we have chosen to use the cannonical seasonal defined in part 1
of this repcrt as the mcdel for the seasonal component. Since this can be regarded
as an arbitrary choice, it is important to find out if the results from making this
choice ars ccnsistent with what experts consider an adequate seasonal adjustment.
Again, one way to judge this is empirically. Finally, an empirical study of chis
kind shculd rzise questicns about seasonal adjustment in general and about medel
based seascnal adjustment in particular. We address scme of the issues that resulted
from this empirical study in part 4 of this report.

One of the problams in concucting an smpirical study comparing seascnal adjusc-
ment methcds is in deciding how to judge the relative merits of the varicus metheds.
It is mot difficult to 2liminate a procedurs Lf it is grossly inadequacte; for axarple,
if there was substantial residual seascrnality in the seascnallv adjustad serias or

“lére was 2 porticn of the Itrend in the seascnal compenenc. Cn the other nand, beczuse
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of the arbritrary nature of seascnal adjustment, there is nct a ''correct seasonal
compenent'' that car be used as an absolute standard of comparisen. Therefore,
Judging the virtues of the methods in this study is diffieult and to a large extent

is a matter of personal opinion about what constitutes a gocd seasonal adjustment.

e ———— T - _— . . - - P - e e e c——

For the purposes of this discussion we assume that the three methods are not
grossly inadequate. To compare the three metheds in this situation we have chosen
to calculate measures of revisions in the seasonally adjusted series, a measure of
smootimess in the seascnally adjusted series and a measure of the extent to which
the level of the unadjusted series is preserved by the adjustad series. It may be
valuable to lock at these measures even if they are not used to judge the adequacy

-
of a seascnal adjustment. This is because the measures may provide informaticn
as to how the methods behave. For example, they may indicate that one methed is
buying smcothriess at the expense of high revisions when compared with another
methoed. We next discuss cur reasons for using these particular measures and the

¢

results of the study.

Revisions
The current seasonal adjustment practice at the Census Bursau is at the be-

ginning of esach year, to adjust a particular series using data through the months
of December of the previcus year and using the same data forecasts of the seasonal
factors for the next 12 months are procduced. We call the forecasted seasonal facrters
the year shead factors. These year ahead seascnal factors are then used £o derive
the official seasonally adjusted seriss as the unadjustad data beccmes available.
After an acdditicnal year's worth of unadjustad data beccmes available, the procass
1s repeatad. However, because there is information abcuc the current vear's
seascnal Zactors in current and fucures data, as more data beccmes available we axpect

that the estimared seasonal factors will be changed. These caangss in saascnal Szcteors

(3

then lead Co revisicns in the seascnally adjustaed seriss. In particular, i we lec

- -~
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th = the seasonally adjusted value for month t based upon the forecasted seasonal

factors and let Xt;'= the seascnally adjusted value for month t based upon i years

of additional data (i = 1,2,3); then the revisions in the seasonally ad justed value

ftori=1,2,3.

= , X i
for month t after i years of new data becoames available are Xt -Xt
For each series considered in the study, we have taken as a measure of revisions
the average relative absolute revisions

12

i 1
Rl=—~ z
12 =

i L f
Ix.* -5 {=1,2,3. (3.1)
x:l

Then for each series Ri for i = 1,2,3 is a measure of the relative amount of revisicn

1

in the seasonally adjusted series after one, two and three vears of additional data
become available.

Note that for each series Ri is a measure of the average amount of revision
relative to the level of the most recent estimate of the seasonally adjustad series.
If everything else wers equal we would prefer small values of at. Therefore, one
way to compare the three seasonal adjustment methods is, for each series to compute
R; i =1,2,3 for the threc different seasonal adjustment methods and determine which
approach if any gives smaller value of Ri.

In this empirical study we used 76 time series. A brief descripticn of these
series together with the abbreviations used to rafer to each series ars given in
table A.1 of the appendix. In addition, the dates of each series that were usad in
this study are given in table A.2 of the appendix. For the purpose of calculating
the measures of revisions in this study, we used data from the starting data up to

three years frcm the ending date to calculata the year ahead ssascnzl factors and the

n

values cf Xt . We then added one, two and thrse years of data in crder o ccmpute

1 32

. 2 3 3 . .
respectively th, Xt and Xt alsc the values 7, R” and R~ wers computad. We

b 3 £Q = - ;
note that R7, RZ and R© were computad for 69 of the 76 series and only 2% was

cenruted for 7 series because the length of time Zor which data was available was
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too short to ccmpute R2 and R3 with these 7 series. These ccmputations were done
for each of the three seascnal adjustment méthods (the standard options were used
for X-11 and X-11 ARIMA). Then for each series, the values of R; for the medel
based adjustment and for X-11 ARIMA were divided by the values of Ri for X-11. The
values of these relative ratios for each series are reported in table A.2 of the
appendix. Note a value cof the relative ratio which is less than 1.00 indicates the
approach did better than X-11 and a value greater than 1.00 indicates the apprcach
did worse than X-11. In order to get an idea of the overall performance of the
three metheds we calculated the average of the relative ratios of table A.3. These
averages are reportad in table 3.1.

RBasedd upon table 3.1 we draw the following conclusions. On the average there
is about a 40 percent resduction in the relative absolute first, second and third year
revisions of the model based method over X-11. ;n addition, the model based method
had a smaller measure of revisions than X-11 in over 85 percent of the series for
each of the first, second and third year measures. There is sbout a SO percent
reduction in the relative absolute first year revisions and about a 40 percent reduction
in the second and third year revisicns when using the model based apprcach rather
than X~11 ARIMA. Note that the averages for X-11 ARIMA are divided into the subsest
of series in which the program automatically picked a medel and the subset of series
in which a mcdel was picked by the user (mocdel forced). This was done to determine
if forcing a medel in the ARIMA program would lead =o larger revisicns than the cases
whera models wers chosen by the program. In this study, the forcad mcdels had abeut
the same or a smallsr amount of'revisions than did the autcmatically chesen zcedels.
In summary, from the rasults of the study, we conclude that on the average there is
2 substantial recduction in Zirst, second and third year ravisions when the mccdel tasaed

apprecach is used rather than X-11 or X-11 ARIMA.



Average Relative Ratio of Revision Measures for

Ad justment Method

Model Based

X~11 ARIMA

X-11 ARIMA - automatic
X-11 ARIMA - forced

-~

Ad justment Method

Model Based

X-11 ARTMA

X-11 ARIMA - autcmatic
X-11 ARTMA - forced

ad fustment Method

Mcdel Based

X~11 ARTMA

X-11 ARIMA - autcmatic
X-11 ARIMA - Zorced

Table 3.1

Model Based and X-11 ARIMA

First Year Revisions

2

76
76
60
16

Average
Relative Ratio

.62
1.25
1.26
1.20

Seccnd Year Revisicns

a

69
69
53
16

Average
Relative Ratio

.60
1.06
1.08
1.05

Third Year Revisicns

2}

69
69
53
16

Average
Relative Ratio

.57
.96
.95
.98

37

Number Better
Than X-11
66
28
23

Number Better
Than X-11

61
36
27

9

Number Better
Than X-11

63
41
34

7
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It is of interest to attempt to understand why in cur study there were
smaller revisionsAwhen using the model based procedure rather than the other
methods. One way to do this is to examine the plots of the series for the model
based and X-11 seascnal adjustments in the appendix. In particular, for each series
it is helpful to compare the estimated seascnal factors obtaired with the two methods.
It is evident from these plots that the seasonal factors for the mcdel based appreach
evolve more slowly than do the seasonal factors for X-11. In addition, if we examine
the form of the smoothing formulas given in part 1 of this report it is evident that
the length of the moving averages is determined by the parametsrs in the moving
aVer;ge polynomial of the model for Zt. In particular, the magnitude of the seasonal
moving aveyage parameter is the most important factor in determining the length of
the seasonal filter. Now Cleveland and Tiao (1976) have found that the X-11 program
with the standard coptions is in scme sense assuming the observable series has a
seasonal moving average parameter equal to about .45. This is to be contrasted with
the estirated seasonal moving average parameters for the series in this study. These
are summarized in table 3.2. In all but one of the 76 series the estimated 819 was
larger than .45 and in most cases the estimated 9, was substantially greater than
.43, Although the collecticn of Bureau series chosen was not a randcm sample, the
serias were in no way selected with an eye tcward large EF values. These facts
imply that the length of the moving average filter for estimating the seascnal ccmponent
in the mcdel based methed was almost always longer than the length of the correspending
X-11 moving average. Thus the estimated sesascnal compcnent for the model based

procedurs will not change as rapidly as the estimeted seasonal component for X-11.
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Table 3.2

Estimated Values of 612

<.5 .5-.6 =7 7=.8 8.9 .9-.1
Number of
Occurances 1 5 3 11 38 18
Percentage of
Occurance 1.3 6.6 4.0 14.5 50.0 23.7

Intuitively, this seems to at least partially explain why the model based procedure
had smaller revisions than X-11. A method which yeilds seasonal factors that evolve
slowly sheculd have relatively small revisions. The thing that is signifigant abecut
these cbservations is that the value of 81, can be estimated frcm the observable data
so that one implication of this study is that the moving average filters for the
seasonal compcnent should be longer than the lengths of filters presently used in

the standard version of X-11 for most of the Bureau series.

We might conjecturs that the cannonical decomposition that we are using in the
model based method would yiald smeller mean squared errors in revisions than any other
acceptable decomposition because we have argued in part 1 of this report that che
cannenical decomposition is the ''most deterministic'' rspresentation for the seascnel
cempenent which is also consistant with information in the data. We have found that
this conjecture is very difficult to verify analytically; hcwever using the results
of Pisrce (1980) it is possible to aumerically calculats the sxpected mean squars
arrcr in revisions for any acceptable deccmpositicn. Consequently, we consicerac

he situatrion when the mcdel Zor the overzll series is

)



12 12
(1-B)(1-B )zt = (1-a15)(1-e.125 )at

For all possible ccmbinations of 3 = .1, .3, .5, .7, .9 and 8 1, .3, .5, .7, .9

12~ ¢
we ccmputed the expected mean square error in revisions for a grid of eleven possible
acceptable deccmpositicns including the camomicsl _ decomposition. We assumed that

the revisicns were camputed from the initial adjusted values derived from the year
ahead seasonal factors. For all of the combinations of ¢ ard 80 considered we

found that the canonical. deccmposition gave the smallest expected mean squared

error in revisions. Therafore, thess findings seem to support cur intuition;

however, additional work needs to be done in this regard.

In §Lnnary, we have shown in an empirical study that a substantial reduction in
the amount of revisioné can be achieved if the model based seasonal adjustment appreoach
is used rather than either X-11 or X-11 ARIMA. We have argued that one resason for
this result is that the majority of Bureau series have seascnality which evolves
rather slowly. Furthermcre, the mcdel based methed provides a way to discover when

the seascnal pattern of a series is slewly changing so that this fact can be used

to cbtain more appropriate estimates of the seasonal ccmponents.

Measures of smcothness and level preservation

As a means of ccmraring the broad charactaristics cf the medel based adjustment

methed and X~11 for this empirical study we have ccmputad the measures

M )2

(X - 2X__, + X, (3.2)

]
[T Y=

£=3

and
n -
F = Z L
t=12 j

Y Eal

(z. - x)1° (3.3)
c-11 - -

wners Z_ and £ cenotes raspectively the original value and the seasonallv acjustad
- -

value for month ©. Note rhat (3.2) is a crude Teasurs of the stoothnness of the

seascnally adjustad series and (3.3) is z crude measure of how closely the moving
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twelve month totals of the unadjusted and adjusted data agree. We calculate (3.3)

using the metric for which the additive representation Zt = St

For the purpose of camparison we have calculated the values of SM and F for

+ Xt is appropriate.

each of the 76 series in ocur study and for the model based and X-11 methods. We
excluded X-11 ARIMA because we view X-11 ARIMA as an attempt to improve the adjustment
of the ends and ccnsequently X-11 ARIMA's broad characteristics should be similiar to
those of X~11. For each series the values of SM and F for the model based apprcach
were divided by the values for X-11. These ratios are reported in table A.4 of the
appendix. Based on this table it is evident that X-11 has on the average a smoother
seasonally adjusted series than does the model based approach and that the model based
adjusted series preserves the level of the twelve month moving sums better than the
X-11 adjd;ted series. These cbservations are consistent with the earlier observations

about the two methods.

Rescurce requirements of the model based aporcach

One of the important things that must be considered before any mcdel based
seascnal adjustment procsdurs can be adopted is the amount of rescurces required for
its use. Based upon cur experience with this empirical study we have a rough idea
abcut what would be required to implement the particular mcdel based approach used
in the study.

First, scme kind of Box-Jenkins ARIMA modeling softwars package is necessary.
For Census Bursau series it is essential to be able to handle intarventicn models
and regression type models with ARIMA error structures. In cur opinion, the best

-

available software package is the TSPACK rcutire which we used this year. That
routine is available at the Bur=au.
Another software requirement is a program to ccmpute the seascnal ad justment

based upen the particular medel for the data. This program was partially written

before the starz of the project this vear and Zuring the course of the year it has



been checked and rewritten to include more general models. However, befors the
prcgram can be used extensively it probably should be rewritten sc that its ioput
can be simplified and its ocutput made to conform more closely to Census neecs.
Finally, the largest resource coomittment, at least initially, is the time
required to model the individual series. The time required to model a series depends
both on the experience of the model builder and the difficulty of the series. Cur
opinicn is that scmeore with a moderate amcunt of experience should be able to
adequately model an easy to moderately difficult series (at least 75% of those in
this study were easy to moderately difficult) in less than 2 hours. Modeling a
large mumber of series thus involves a large time ccmmittment. However, we must
also recog'm‘.ze that for most series this is an initial investment that will not have
to be repeatad. Once a model is built for most series the model probably will not
change, and updating may cnly imvolve reestimation of the model parameters. An
additional advantage is that a mcdel based approach forces us to become intimately
imvolved with the time series being adjusted. We therefore wculd expect that a
model based approsch may not only lead to better seasonal adjustment, but also to
a better understanding of the uradjusted series. Conseguently, a model based seascnal
ad justment arproach may lead to improvements in areas of interest at the Bureau other

than seasonal adjustment.
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Part 4: Other Issues Related to Seasonal Adjustment

During the course of conducting the empirical study several issues that have
not yet been discussed arose. In this part of the repcrt we briefly discuss these
issues. To a certain extent what we will consider in this part are some interesting
but only partially answered questions. Our hope is that these questions may generate

some additionel research intersst.

Deciding when a series should not be adjusted

Cne question that is important to be able to answer is: how can we decide if
a p;rticular series should not be seasonally adjusted? This question can be addressed
from a nugper of different angles, however we shall consider the question from a
statistical modeling viewpcint. We assume that the unadjusted series can be approxd-
mated by an ARIMA model. Now for monthly data if the particular ARIMA mocdel repre-
senting an unadjusted series dces not have any seascnal part then it is clear that
the unadjusted data is not seasonmal and the series should nct be seasonzlly adjustad.
As an example, during the course of the empirical study we found that the mcdel

- - /s
Zt = Zt-l - a, (4.1)

was an appropriate model to describe the behavior of the log of the industrial
inventory series S4STI (ship building). Because there is no seasonality implicit in
a series which follows medel (4.1) we conclude that this seriss should not be
seasonally adjusted.

The above example was clear cut; however we can also consider the example of

the industrial inventory series SC7TI (glass containers) which follows the mcdel

z;

. - /
= .26Wt_12 at (-1-2)

=
whers W_ is the first differsnce of che legs cf the unadjusted dati. Now the mcedel
e

(4.2) deoes allcw for scme seasonalitv since W_ is relatad <o the value Cwelve menths

ago. Hcwever, che seasonzlity implicit in (4.2) can be ceonsidersd very wezk. Firsc,



44
the values of Wt for each different month vary around zero rather than a distinct
monthly mean. As é.result the values of Wt will stay close to zero. Secornd, in
successive years the values of say, Jarmuary, are positively correlated; but that
correlation is very small. Therefore, it would not be unusual to have a positive
value of Wt for one Jamuary and in a year or two to have a negative value of Wt
and a year or two later another positive value. These remarks are also valid for
the other months. Therefore, we can compare the expectad behavior of a series
following the model (4.2) with a definition given by Kallek (1978) that seasonality
is "'regular periodic fluctuations wihich recur every year with atout the same timing
and {ncensity”. It is evident that realizations of a series that has as its model
(4.2) de ngt exhibit the behavior in this definition. Hence, we can argue that
based upon statistical medeling considerations the series SO7TI should not be
seasonally adjusted. .

From the last example it appears that correlation at a twelve menth lag is
not a sufficient reason to justify séasonal adjustment of a series. Consequently,
we need to have some other critericn to jucdge whether or nct toseascnally adjust
a series. With this in mind we consider the mcdel

We = Wo_qp + N, (4.3)

where Wt is the value of a series (possibly transformed or differenced) at month ¢
and N, follows a staticnary zerc mean model. The model (4.3) implies that the value
of the series for say, Jamuary, is equal to the value for last Jamuary plus an error
term chat varries around zerc. Thus, a series following (4.3) will exhibit resgular
monthly fluctuaticns which recur with about the same intensity provided the
variability in Nt is not large comrared tc the menthly wvalues of wt. Now the mcdel
(4.3) is seascnally nonstatiocnary because it will cypically not have a level that

ils time invariant but rather the level will depend uron the particular menth. The

=

menthly incansities in (%.3) will change tut as long as the variance of N_ is nct
o

tee large the changes will te gracual.
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Based upon the above considerations we call z monthly series strongly seasonal

if it is necessary to include a twelfth differerce in its model and we call a monthly

series weaklv seasonal if it has significant autocorralations at multiples of lag 12

but no twelfth difference in its medel.

If we base our decision only on statistical

modeling considerations, we feel that only strongly seasonal time series should te

adjusted. Of course, in practice the modeling considerations may be only part of what

1s used to decide whether or not to adjust a particular series, but we feel that they

may help in making the decision.

During the proccess of modeling series fcr the

empirical study we found several series that were rot strongly seasonal; they are

listed in table 4.1.

-~

Table 4.1

Series that are weakly seascnal or not seasonal

Series I.D.

SO7TI
S13TI
S24TT
S25TI
S29TI
S37TI
S38TI
S&45TT
S761I
g83TI
SX2TI
SK5TI
TI301

'
2
[N

[
[
in
O
o

industry
industry
industry
industry
industry
industry
industry
industry
industry
incustry
industry

‘industry

Description

inventories
inventories
inventories
inventories
inventories
inventories
inventories
inventories
inventories
inventcries
inventories

inventories

glass containers

nonferrous metals

constructicn mining material handling
metzl woriking machinery

general industry machirery

commercial equipment

electrical ccmpenents

ship building

paperbcard ccntainers

incustrial chemicals

elactrical cransmiticn & distribucicn a2quip.

aircraft, missiles, parts

wholesals inventcries - motor vehicles, autcmotive parts and

supplies

wnolesale inventoriass - furniture and hceme Surnishings

whclesals inventoriss - macrfinery, equipment and sucplies



‘Detecrion of Deterministic Seascnalitv

When medeling and analyzing seasoral time series it is scmetimes possible to
represent the seasonality in the series as & fixed or deterministic component like
monthly means. Of course not all seascnal time series can be modeled using deter-
ministic seascrality, but when that is possible there are several advantages to
representing the seasonality in that way. First, the behavior of deterministic
seasonality is easy to explain. Second, in constrast to the situation where we have
stochastic seascnality, if there is fixed seasonality then there is ro unresolved
ambiguity abcut how to do the seascnal adjustment. Therefore, it can be important
to develop techniques to discover when using a fixed seascnal is apprcpriate.

In the context of ARIMA mcdeling there is an informal way to discover when
fixad seaéénality 1ls appropriate. Suppose that an observed time series, Zt’ is

equal to the sum of a seascnal component St and a white noise component a Furthermore,

e*

we assume that the S, are fixed, distinct monthly means so that St = for all

<
Te-12

t. Necw if we perform a standard Box-Jenkins analysis on Z_. we will be lead to

t
ccasider

(1-1312)2t - <1-fsl"-)st . (1-812)at - (l-BlZ)at. (4.4)

Therafors, in theory the seriss Wt = (1-812)2c follows a stationary moving average
precess with seasonal moving average parametar equal to 1. If we appropriataly
estimate the parametar 810 in the mcdel

We =3 = 8402 49

then for the above situation we would get an estimata of 81, near 1. We ncte in
passing that this situaticn can creats some rzther difficult estimation problems. The
paint of this illustraticn is thac if it is necessary to seasonally differsnce a
series and 1f the resulting mcdel includes a seasonal moving average paramersr whese

astimats is '"close to 1!, then there is scme indicaticn that the data ccould te medeled
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The signifigance of this is from table A.2 in the apperdix there are a mumber
of series for which the estimate of 2y is larger than .75. In addition, the
methed used in TSPACK tends to give estimates of 810 which are less than 1 in the
case where the true value is equal to 1. A better way to estimate 80 is by using
an exact likelihood procedure. In order to check if there is evidence for determin-
istic seasonality in the series modeled for the empirical study, we took 24 series
that had estimate; of 82 calculated by the TSPACK routing to be larger than .75
and estimated the parameters using an exact likelihood method available in the
Wiscensin Multiple Time Series package. Note that we would have preferrsd to use
an exact likelihood procedure originally but we needed to have the capability to
simultanecusly estimate outlier, trading day and holiday effects along with ARIMA
parametersf The results of this ccmparison are reported in Cable.A.Z. From this
table we see that the informal procedure does not indicate the presense of determin-
istic seascnality except for the series HSTS and possible S23TI. In fact for mest
of the 24 series the exact likelihood estimates of 8, were smaller than the TSPACK
estimates of 312 We suspect that in cases where the true 812 is not close to 1
TSPACK estimates tend to be larger than exact likelihocd estimates of 10

Thereforz, for most of the series considered thers is not substantial evidernce,
based upcn the cancellation argument, that using detserministic seascnality is
appropriate. Surprisingly, we have found for scme series (e.g., HST1 and DNM20)
that we can model the data using monthly means and aprarencly account for all of the
seascnality in the data, even if the cancellation argumert dces not indicate deter-
ministic seasonzlity. This raises some interesting questions. It would seem to be
important to investigate the theorstical implications of the mcdel with detsrminisctic
seascnality ccmparsd to che model with stochastic seasonality to decide if cne should

be preferred cver the other on theorstical gzournds. In additionm, it would be uselul
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deside which of the Cwc raprasentaticns 2rs TOTS 2pDropriat
for a given time seriss. Finally, it would be imporzant o knew in what circumstances

using the Two mecels will rasult in significantly <Ziffsrent conclusions.



Table 4.2

Estimates of‘elz in candidate series for deterministic seascnality

Series I D Backforecasted Estimate Exact Likelihcod Estimate
SHIP .80 ' 74
S60TI .85 .77
S65TI .78 71
TIS06 .90 74
TI507 .87 74
EAM20 .88 74
ENF20 .90 .82
INVE .91 &
B0 - .88 .81 -
SE2TI .79 .72
TISCO .90 .79
S35TI .88 .76
S36TI- .91 ' .85
HSTL .82 .70
UFié 74 .63
EML6 .87 , .72
ENF16 .87 74
HSTS .92 1.C0
HSTT 89 87
S16TI .90 .84
EaM16 %0 &
EAFL6 77 .68
S23TI .91 .93

S21VsU .88 .88
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Maltiplicative vs Log Additive Seasonal Adjﬁstment

The most common way in which people conceive of an observed time series, Zt’

in terms of its components is the multiplicative model
Z. =S X, (4.5)

where St is a seasconal component and Xt is a nonseasonal component. Some reascns
for using the representation (4.5) are: (i) it is an empirical fact that the
seasonal variability tends to increase as the level of the series increases for many
series, and (ii) many series are measured in dollars so that both the level of the
seri®s and the magnitude of the seasonality can be affected by inflation. If the
representation (4.5) is appropriate than it follows that the additive representaticn

T /
In Zt = lnSt + lnXt (4.98)

is appropriate for the logarithms.

Now if we assume that seasonal adjustment can be thought of as a signal
extraction prcblem, then it is necessary to use represertation (4.6) rather than
(4.5) because the theory of signal extraction is developed in terms of an additive
structure. In addition, in the situation where St is deterministic then scme form
of regressior analysis would be appropriata. For example, if lnXt wers winite noise
(4.6) is the standard regression model. However, again we must use the additive
representation because the usual regressicn assumptions are not satisfied in the
maltirlicative framework. Of course if the analysis is done in the log metric then
the results must be transformed back into the metric of the original seriass for
publication purposes.

The above discussion is ralavant beczuse for a multiplicative representation
the current verison of X-11 performs its analysis upon the original data using
arithemecric averages (multiplicative adjustment) when a strong checratical case can
be made for first transicrming the data by taking logarithms anc then treating the

resultanc series as if it wers an additive mcdel (log additive adiustment). For
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the majority of series adjusted there are only mincr differences between the results
of the X-11 multiplicative adjustment and the X-11 log additive adjustment; however,
there are a few cases where the two alternatives do give different results. As an
example, in figure 4.1 we have plotted the seasonally adjusted series for the series
598000, the retail sales for fuel oil dealers, liquefied petroleum dealers and fuel
and ice dealers. The multiplicative seasonally adjusted series is plotted in the
solid line and the log additive sesasonally adjusted series is plotted in the dashed
line. As is evident from the plot, there is approximately a constant difference
betw?en the two adjusted series. It is also clear that at least one of the methods must
be ruled cut.

Aftsw scme thought and an examination of the original data it is relatively
éasy to explain the difference in the two methods. The multiplicative version of

X-11 tends to make the yearly arithmetic average of the ssascnal ccmponents close

12 :

to 1(1% z Si = 1). In contrast, the X-11 lcg additive adjustment tends to mzke
i=1 *

the arithmetic average of the logarithms of the seascnal factors equal to
12 ‘

0] (1% z lnSi = 0). Eguivalently, for the log additive approach we have that the
i=1 12

gecmetric mean of the sesascnal factors is about 1 ([ = Si]1/12= 1). Now for the
i=1

parcticular series under consideraticn it happens that the seasonal ccmponents range
frcm as lew as .6 to as high as 1.7 so that the S; are not close to 1. In this case
it is easy to show that the gecmetric mean is substantially smaller than the arithmetic
mean. Therefore, for this series the seasonal factcrs for the two metheds differ by
about a constant amcunt ard these relatively constant differsnces are reflectad in
the seasonally adjustad series.

The series 3980CO was the case that showed the mest extreme differance between
the ¥-11 multiplicative and X-1l log additive adjustment. In corcer to gst an idea
of the magnitude of diZference in the twc approaches Ior scme other serias we nave
included plots for five ocher seriss thar showad scme diffsrsnces (in fizurss 2.2

through <.9). RXeep in mind chat these examples werz chcsen because —hev reprasenc
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4
1370 - X -1.370
3
]
]
)
]
[]
[
t
]
t
1.070 - . 1070
'
)
]
]
!
4
'
L]
,A, l‘ .
T ’ 1~
770 - oA, K 770
. P Ul
4‘. + v
W\ )/
A&
l‘l I‘ \‘\ |‘ ..l
A
,I II\,' l" .
Il'
oy
470 - - r\I’ "470
’\"A"
. A "‘l
’ i~
1 )~ ~"\I\\l
/\M'\ NI - IA\ /"‘_d‘\""\’\,
170 { | i | i | i 1 | . i | i 170
| 13 25 37 49 61 73 85 97 109 121 133 145

1€



RETAIL 320002 X~} MULTIPLICATIVE AND X-1l LOG ADDITIVE
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- SERVICE 701000 X-11 MULTIPLICATIVE AND X-II LOG ADDITIVE

) Figure 4.3
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RETAIL 370002 X-11 MULTIPLICATIVE AND X-11 LOG ADDITIVE
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WHOLESALE 518000 X~ MULTIPLICATIVE AND X-11 LOG ADDITIVE

Figure 4.5 !
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VIP X-11 MULTIPLICATIVE AND X-11 LOG ADDITIVE
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examples of cases where there are differsnces in the two procedures and for the
ma jority of series'we considered there woula not be discernable differences.

Because of the discrepancy between the multiplicative and log additive methods,
it may be necessary to determine which of the two approaches is preferrable. The
arguments in support of the log additive are:(i) from the point of view of signal
extraction the analysis is more appropriately perfcrmed for an additive representation;
(ii) from the view of modeling the original series, the dsual ARTMA model assumptions
are going to be more appropriate in terms of the logarithmic metric since for
instance the data in the original metric will not have a constant variance if
(4.5) is true, (iii) the multiplicative approach of X-11 is incomsistent in that
it is mixing arithmetic averages with data assumed to have proportional seascnality.
For multi}licative X-11 it would be more appropriate to use geometric averages instead
of arithmetic averages. On the other hand, we can only think of one possible reason
to support th; multiplicative approach. That is that the restriction implicit in
the multiplicative approach, I%.%jsi = 1, tends to make the yearly totals of the
unad justed series more nearly, ;;ual to the yearly totals of the adjusted series

12
than does the restriction, [ Si]l/12

i=1
whether or not the yearly sums of the adjusted and unadjusted series should be

= 1. Some additional thought is needed about

approximately equal.
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Appendix to the Report

In this appendix we present some details abcut the individual series that were
modeled during the year. Table A.1 gives a legend <f the series ID's that are used
throughout the report. Table A.1 gives a list of the series used in the empirical
comparison grouped by the type of ARIMA model which was built for the series.
Parameter estimates for the ARIMA model parameters are given along with an indication
of whether or not cutliers were included in the model. Note that the remaining tables
and plots of the series in the empirical study are arranged in thé same order as
this table. Table A.3 gives a summary of the first, second and third year revision
me;.sures for each individual series. Table A.4 gives the smoothness and fit measures
for the individual series. For each of the series considered in the empirical study
we have included two diazgrams. The first diagram includes for the model based
approach a plot of the original series and seasonally adjusted series (in a dashed
line) on one graph and a plot of the seasonal factors for the model based adjustment
on a separate graph. The second diagram includes the aralogous plots for the
X-11 adustment. Finally, during this year some series that included Easter holiday
effects were modeled but not included in the empirical study. All of these series
were modeled frem 1/67 through 9/79. The models for these series are given in

table A.S.



SO7TI:
S11TI:
S13TI:
S16TI:
S23TI:
S24T1:
S25T1:
S29T1:
S35TI:
S26TI:
S37T1:
S38YI:
S&45TI:
S60TI:
S6271:
S63TL:
S64TI:
S65TI:
S76TI:
S83TI:
S85TI:
SX2TI:

SX4TI:

TIS500:
TI5O0L:

TIS02:
TIS03:

TIS506:
TIS07:

59

Table A.1l

Lengend of Series ID's

inventories
inventories
inventories
inventories
imventories
inventories
inventories
inventories
imventories
inventories
imventories
inventories
inventories
imventories
inventories
inventories
inventories
irmventeries
inventories
inventories
inventories
inventories

glass containers

blast furnaces

nonferrous metals

metals, cans, barrels, drums
farm machinery and equipment
construction mining material handling
metal working machinery
general industry machinery
household appliances

radio arnd T.V.

commercial equipment
electircal components

ship building

meat products

beverages

fats and oils

all other nondurable products
tobacco

paperboard containers
industrial chemicals

drugs, soap, toiletries
electrical transmition and distribution

equipment and industrial apparatus

inventories - motor vehicle and parts

inventories - aircraft, missiles, parts

wholesale inventories - U.S. total

wholesale inventories

motor vehicles, automotive parts

and supplies

wholesale inventories

furniture and home furnisnings

wholesale inventories - lumber and other constructicn

materials

wholesale inventories - 2lectrical gocds

wholesale imventcries - hardware, plumbing, heating

equipment and supplies



TI508:
TI517:

5010C0:
502000:
503000:
504000:
505000:
5060C0:
207000:

508000:
.511000:
5120C0:
513000:
51&006:
515000:
516000:
517000:
5180C0:
701000:
721000:

723000:
724000:
731000:
750000:
753000:
760000:
SO7VsU:
S11Vsu:
S13VsU:
S16VsU:
S21VsU:
S23Vsu:
S24VSsU:
S25VSU:
S29VSU:
S35VsU:

wholesale
wholesale
wholesale
wholesale
wholesale
wholesale
wholesale
wholesale
wholesale
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inventories - machinery, equipment and supplies

inventories - petroleum and petroleum products

sales
sales
sales
sales
szles
sales
sales

and supplies

wholesale
wholesale
wholesale
wholesale
wholesale
wholesale
wholesale
wholesale
wholesale

sales
sales
sales
sales
sales
sales
sales
sales
sales

retail service

retail service

- moter vehicles, automotive parts and supplies
- furniture and home furnishings

- lumber and other construction materials

- sporting, recreational, photegraphic goods

- metals and minerals except petroleum

~ electrical goods

- hardware, plumbing, heating equipment

- machinery, equipment, and supplies

- paper and paper products

- drugs, drug proprietaries, drugest' sundries
- apparel, riece goods and motions

-~ groceries and related products

~ farm product raw materials

- chemicals and allied products

- petroleum and petroleum products

- beer, wine and distilled alcoholic beverages
receipts - hotels, motels, and tourist courts
receipts - laundries, laundry services and

cleaning ard dyeing plants

retall service

retail service

retail service

retail service

retail service

retail service

receipts - beauty shops

receipts - barber shops

receipts - advertising

receipts - automotive repair
receipts - automotive repair shops

receipts - misc. repair services

value shipped - glass containers

value shipped
value shipped

value shipped -

value shipped
value shipped

value shipped -

value shipped -

value shipped -

value shipped

blast furnaces

nonferrcus metals

metals, cans, barrels, drums

steam engines and turbines

farm machinery and equipment
construction, mining, material handling
metal working machinery

general industry machinery

household appliances



S36VSU:
S38vsuU:
S48VsU:
S50vVsU:
S60VSU:
S62VSU:
S63VSU:
S64VSU:
S76VSU:
S83Vsu:
S85VSU:

SHIP:
INVE:
VIP:
EAF16:
ENV20:
EAF20:
EAM20:
m6:
UF16:
EM16:
ENF20:
EaM16:
HPT:
HST1:
HSTT:
HSTS:

520002:

525100:
530001

553100:
57C001L:

570002 :

531100:
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value shipped - radio and T.V.

value shipped - electrical components

value shipped - scientific and engineering
value shipped - photographic good

meat products

value shipped ~ beverages

value shipped - fats and cils

value shipped - all other nondurable products
value shiprped - paperboard containers

value shipped - industrial chemicals

value shipped

value shipped - drugs, soap, toiletries

total industry shipments

total industry inventories

value put in place

employed argicultural females 16-19

employed non-agricultural males 20 and up

employed agricultural females 20 and up

employed agricultural males 20 and up

unemployed males 16-19

unemployed females 16-19

employed non-agricultural males 16-19

employed non-agricultural females 20 and up

employed agricultural males 16-19

total housing permits

total single family housing starts

total housing starts

total five unit housing starts

retail sales - lumber, building materials, paint, glass
wallpaper

retail sales - hardward stores

retail sales - motor vehicles dealers, boat dealers,
recreational and utility trailer dealers, motorcycle dealers

retail sales - auto and home supply stores

retail sales - furmiture stores, f£loor covering stores,
drapery curtain and upholstery stores, misc. home furnishing

retail sales - hcusehold appliance stcres, radic and
television stores

ratail sales - deparcment stores



533100:
539900:
541100:
554100:
561100:
566100:
560001 :

580000:

591200:
582100:
596101:
594400:
598000:

recail
retail
retail
ratail
retail
retail
retail

sales
sales
sales
sales
sales
sales
sales
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variety stores

misc. general merchandise stores

grocery storas

gasoline service stations

mens and boys clothing and furnishing stores
shoe stores

women's ready to wear stores, women's

accessary ard specialty stores, furriers and fur shops

retail sales - restaurants and lunchrooms, social caterers,

cafeterias, refreshment places, contract feeding, ice
cream and frozen custard stands, drinking places
sales - drug stores and proprietary stores

retail
retail
retail
retail
retail

sales
sales
sales
sales

liquor stores

mail order houses

staticnary stores

fuel oil dealers, liquefied petroleum gas

dealers, fuel and ice dealers



Table A.2

The 76 series used in the Empirical Compariscn Grouped by Model Type

(* under outliers indicates outliers were modeled)

ModeL: <1-B)(1-1312><1nzt -, - (1-a13)(1-e12312)at

Series ID Time Period Available él §12
501000 1/67 - 11/79 .37 .79
503000 1/67 - 11/79 0. .87
504000 1/67 - 11/79 .29 .90
505G00 1/67 - 11/79 0. .88
506000 1/67 - 11/79 0. .87
507000 1/67 - 11/79 .20 74
5080C0 1/67 - 11/79 .29 .88
511000 1/67 - 11/79 0. .91
512000 1/67 - 11/79 .26 .54
513000 1/67 - 11/79 .34 .87
514000 1/67 - 11/79 41 .91
515000 1/67 - 11/79 0. 91
516000 1/67 - 11/79 .27 .84
517000 1/67 - 11/79 0. .86
518000 1/67 - 11/79 .49 .70
520002 1/67 - 9/79 0. .86
550001 1/67 - 8/79 0. .87
598000 1/67 - 9/79 .38 .87
570001 1/67 - 9/79 27 .73
S13VsU 1/63 - 12/78 0. .92
S16VSU 1/63 - 12/78 .64 .88
S29VsU 1/63 - 12/78 .34 91
S35VsU 1/63 - 12/78 .31 .88
S38VSU 1/67 - 12/78 0. .95
SSovVsuU 1/63 - 12/78 .33 .82
S60VSU 1/63 - 12/78 .22 .88
S62VsU 1/67 - 12/78 .31 .87
S63VSU 1/67 - 12/78 0. .88

S64VSU 1/63 - 12/78 .26 .86

Qutliers

b

*

o

63



S76VsU 1/63 - 12/78 _ .31
S83vVsU " 1/63 - 12/78 C.
701000 1/71 - 11/79 .24
723000 1/71 - 11/79 0.
724000 1/71 - 11/79 0.
731000 1/71 - 11/79 .30

, 12 _ 2 12
Model: (1-B)(1-B-)(lnZ_ - TD_) = (1-8;B-8,8%)(1-8,,8"%)a

Series ID Time Period Available @1
S24VsU 1/63 - 12/78 .17
750000 1/71 - 11/79 0.
753000 1/71 - 11/79 .29
570002 “ 1/67 - 9/79 .17
\ . 12 12
Model: (1-4¢B)(1-B)(1-B )(ant - TDt) = (1—6123 Ja
Series ID Time Period Available $
S25Vsy 1/63 - 12/78 -.42

. 12 _ 12
Model: (1-B)(1-B™)lnZ, = (1-8,B)(1~e,,B “)a_

Series ID Time Period Available él

S16TI 1/58 - 6/79 -.19
S6CTI 1/58 - 6/79 .
S63TI 1/70 - 6/79 0.
S65T1 1/58 - 6/79 0.
SX4TI 1/58 - 6/79 0.
TI503 1/67 - 4/79 0.
TIS06 1/67 - 4/79 0.
TI507 1/67 - 4/79 0.
SHIP 1/58 - 8/78 0.

€
8,

12

64

Qutliers

77
.86
.87
.88

*  F o

Cutliers

Qutliers

ok



_ 12 ) 2y, . o12
Model: (1-B)(1-B™)1nZ, = (16,8 - €,8°)(1-0,,5%)a,

Series ID " Time Period Available 5

S21VsU 1/63 - 12/78 .60

X 12 N 12
Model: (1-¢B)(1-B)(1-B )ant- (1—6123 )at

Series ID Time Period Available )

ENM20 1/65 -~ 8/79 .26
INVE 1/58 - 8/78 .66
VIiP 1/66 - 12/77 .88
S36TI 1/60 - 6/79 .26
S62TI 1/58 - 6/79 .13
S64TI 1/58 - 6/79 . .32
s8sTI 1/58 - 6/79 .35
TI500 1/67 - 4/79 .39

. 12 12
Model: (1-B)(1-B )Zt = (l-elB)(l—elzB )a.t

Series ID Time Period Available él
EAF20 1/65 - 8/79 .32
16 1/65 - 8/79 .31
UF16 1/65 - 8/79 .61
ENM16 v 1/65 - 8/79 .25
ENF16 1/65 - 8/79 .22
EAM20 1/65 - 8/79 0.
ENF20 1/65 - 8/79 0.
HSTS 1/64 - 8/78 .45
HSTT 1/64 - 8/78 .28
HST1 1/64 - 8/78 .25

721000 1/71 - 11/79 .25

a»
N

.25

12

.88
91

91
.79
.79
.66

(oY

.58
.82
74
.87
.87
.88

.92
.89
.87
.86

65

(04

12 Qutliers

.88

Qutliers

* o o *

Cutliers

*



Model:

© Series

EAMLS
EAF16

Model :
Serieé

S35T1

Model:

Series

S23TI

Model:

Series
525100
302000
Model:
Series

553100

(1-0B) (1- 812 = (1-8, L3 )at
D ‘Time Period Available
1/65 - 8/79
1/65 - 8/79

e 012 12
(1~-4B)(1-B)(1~B )zt = (1-6123 )at

D

(L-QIB - 2,8 )(1-3)(1-312)2 = (1- 3,8

D

D

Time Period Available

1/60 - 6/79

Time Period Available

1/58 - 6/79

?

.54
Sl

s

.40
-2)

e}

.27

(1-8)(1-312)<zt% - D) = (1-8,B)(1-3, 312)a

Time Period Awvailable
1/67 ~ 9/79
1/67 - 11/79

(1-B)(1-82)(z, M - ) = (1-8,B) (12, B D)a,

D

Time Period Available

1/67 - 9/7%

°1

.31

12
.88

12
.56

66

Qutliers

Qutliers

*

312 Qutliers

.91 *

Qutliers

Outliers
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Table A.3

"Revision Measures for Individual Series

(* under X-11 ARIMA indicates that an ARIMA model was forced)

Series ID First Year Revisions Second Year Revisions Third Year Revisions

Model Based X-11 ARIMA Model Based X-11 ARTMA Model Based X-11 ARIMA

501000 .59 1.15 .76 1.16 1.06 1.18
503000 42 .88 .43 .67 .61 .72
504000 .88 1.06 .49 .81 47 1.74
505000 .40 .55% .30 6% .30 .75%
506000 _ .29 .56 .40 A .49 A
507000 .86 1.72 1.21 1.68 .96 1.08
508000 .76 1.49 .61 1.25 .50 1.11
511000 ° 46 1.67 .27 .91 .28 .85
512000 1.25 .82 .82 .49 1.16 .75
513000 .33 .66 .55 .81 .60 .90
514000 .52 1.22 .41 1.19 .43 1.25
515000 .79 1.59 42 1.02 .37 .83
516000 .77 1.19 .60 .83 47 .76
517000 .62 1.35% .45 . 90* .48 .87%
518000 .51 .93 71 .65 % .74
520002 .58 1.25 .84 1.21 76 1.01
550001 .20 .99 .28 .66 .28 .76
598000 1.70 2.27 1.03 1.33 .72 .86
570001 .41 1.02 .67 .87 .73 74
S13Vsy 1.07 1.08% .68 1.10% .63 1.07*
S16VSU .35 .80 .34 .90 .32 .98
S29VSU .83 1.65 A 1.01 .43 1.21
S35Vsy .91 2.41 48 1.41 .46 1.38
S38VSU 1.07 2.21 41 .95 .23 1.00
S50VSY .33 1.34 .30 1.21 .23 .88
S60VSU 42 .81 .35 1.04 .49 1.19
S62VSU 1.72 1.67 1.19 1.13 .78 .99
S63VSU 1.31 2.28* .84 1.88% .62 1.20%
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Table A.3 (con't.)

Series ID First ‘Year Revisions Second Year Revisions Third Year Revisions

Model Based X-11 ARIMA Model Based X-11 ARIMA Model Based X-11 ARIMA

S64VSU .70 1.44 .86 1.81 .76 1.76
S76VSU .93 3.32 .66 2.21 .46 1.51
S83VsU 1.52 1.73% 1.32 1.40% 1.03 1.04%
701000 .35 .76 — — — —
723000 .72 .99 — — — —_
724000 71 1.24 — — — -
731000 .40 1.18 — - — —
S24VSU 1.99 1.03% 1.26 .89% .75 .88%
750000 .31 .81 — — — -
753000 . .33 .60 - — — —
570002 .64 .93 .52 .83 .47 .79
S25VSU .23 .95 .25 .99 .27 1.02
SI6TI - .39 1.33* .30 . 82% .39 . 89%
S60TI .64 1.67 .52 1.01 .45 .65
S63TT .26 .98 1.19 2.22 .60 1.14
S65TI .77 1.33 .52 .90 .56 .86
SX4TT 1.14 .97 .76 71 .64 .64
TIS03 .86 1.13% .57 .78% 45 LG*
TI506 .63 2.06 .52 1.19 .53 .86
TI507 .49 1.72% .80 1.38% .67 1.06%
SHIP .45 1.01 .38 .91 47 .79
S2IVSU .31 .86% .26 .65% .39 73%
2020 .38 1.02 .68 T 1.18 .27 1.05
IWE .17 1.04 28 .81 .47 .95
vIP .43 1.64 .35 .97 .45 1.10
S36TI .30 1.61 .32 1.03 A 1.13
S62TI 41 61% .76 .87% .72 73*
S84TI .51 1.02 .56 1.24 71 1.17
S85TI .64 .50% 1.00 .98* 1.08 1.05%
TISO0 .25 1.10 .47 1.40 .35 .90

EAF20 .93 1.28* .30 1.04% 71 .86%



'Series ID

M6
UF16
ENMLE
ENF16
EAM20
ENF20
HSTS -~

HST1
721000
EAM16
EAF16
S35TI
525100
502000
553100

Table A.3 (con't.)

First Year Revisions

Second Year Revisions

69

Third Year Revisicns

Model Based X-11 ARIMA Model Based X-11 ARTMA  Model Based X-11 ARIMA

.45 1.20* .64 . 94* .63 1.15*

1.02 1.58* 1.02 1.35% 1.26 1.32*%
.93 2.33 .64 1.09 .54 .83
.72 1.57 77 1.14 .62 .89
.19 .92 .27 .75 .28 .68
31 1.31 .45 1.26 .61 1.07
.13 .81 .34 .73 .36 .63
.24 .98 .25 .69 .56 74
4 .86 .62 .89 1.04 1.11
41 1.36 - — - —
.28 .83 .51 1.02 .56 .89
.33 1% .52 1.07* 77 1.57*
.36 .35 .35 .83 .35 .70

1.03 1.25 1.01 .97 1.00 .93
.56 .65 .50 .75 41 71
.57 1.36 .76 .93 .86 .87



Table A.4

Smocthness and Fit Measures for Individual Series

Series ID ™ F

501000 1.07 .70
503000 1.16 .80
504000 1.18 .68
505000 1.13 .82
506000 1.12 71
507000 1.05 .70
508000 1.05 73
511000 1.00 .80
512000 .83 %
513000 = 1.07 71
514000 1.20 .63
515000 1.04 .69
516000 1.06 .82
517000 1.10 .60
518000 .99 .93
520002 1.13 .67
550001 1.13 .70
598000 1.05 .72
570001 1.10 47
S13VsU 1.06 .54
S16VSU 1.09 .86
S29VSU 1.11 .66
S35VsU 1.11 .68
S38VSU 1.24 A
SS0VSU 1.13 .72
S6OVSU 1.03 .63
S62VSU 2.39 .72
S63VSU 1.19 48
S64VSU 1.11 .75
S76VSU 1.23 78
S83VsU .93 .87
701000 1.10 46

723000 1.05 ‘ .54



Table A.4 (con't.)

Series ID . SM F

724000 1.00 .51
731000 1.13 1.11
S24Vsy 1.32 .21
750000 1.09 .60
753000 1.12 .69
570002 1.56 .09
S25Vsy 1.13 .33
S16TI 1.13 .16
S6C0TI 1.16 .40
S63TI 1.02 1.69
S65T1 1.06 .62
SX4TI .93 2.88
TISO3 - .96 1.62
TIS06 1.15 .16
TI507 .95 .60
SHIP 1.06 .58
S21Vsy 1.24 .10
ENM20 1.13 .29
INVE 1.08 .10
VIP 1.07 21
S36TI 1.09 .14
S62TI - 1.07 .69
S64TI 1.04 .56
S85TI .75 4.23
TIS500 1.22 .13
EAF20 .94 1.31
M16 1.02 .67
UF16 .98 .88
EMNML6 1.06 27
ENF16 1.04 .29
EAM20 1.12 .23
ENF20 1.07 14
HSTS 1.14 .09
HSTT 1.08 .19



Series ID

721000
EAM16
EAF16
S35T1
S23TI

Table A.4 (con't.)

M

1.05
1.18
1.07
1.02

.96
1.09

'

.29
.72
.11
.50
1.48

72
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Table A.>5

Easter Holiday Series Modeled

Series ID Length of Holidav Noise Model Qutliers Intervention
580000 no effect (0,1,2)x(0,l,1)12 *

566100 7 day (O,l,l)x(O,l,l)l2 *

561100 14 day (6,1,2)x(o,1,1)12

531100 14 day (O,l,l)x(O,l,l)lz

533100 7 day (2,1,00x(0,1,1)45 * *
539900 7 day (O,l,l)x(O,l,:L)12 *

541100 7 day (2,1,00%(0,1,1);

534100 no effect (O,l,O)x(O,l,l)l2 *

560001 14 day + *

12

* The noise model for this series was (1-B)(1-—B12)Nt = (l-elB-elzB —613813)at



WHOLESALE SALES 501 MODEL BASED
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WHOLESALE SALES 501 X-N
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WHOLESALE SALES 503 X-1
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WHOLESALE SALES 503 MODEL BASED
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WHOLESALE SALES 504 MODEL BASED
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WHOLESALE SALES 504 X-N
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WHOLESALE SALES 505 MODEL BASED
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R-1

WHOLESALE SALES 505
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WHOLESALE SALES 506 MODEL BASED
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WHOLESALE SALES 506 X-i
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WHOLESALE SALES 507 MODEL BASED
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WHOLESALE SALES 507 X-11
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WHOLESALE SALES 508 MODEL BASED
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WHOLESALE SALES 508 X-1i
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WHOLESALE SALES 511 MODEL BASED
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WHOLESALE SALES 511 X-Ii
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WHOLESALE SALES 512 MODEL BASED
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WHOLESALE SALES 513 MODEL BASED
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WHOLESALE SALES 513
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WHOLESALE SALES 514 MODEL BASED
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WHOLESALE SALES 514 X-~ii
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WHOLESALE SALES

515 MODEL BASED
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WHOLESALE SALES 515 X-1
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WHOLESALE SALES 516 MODEL BASED
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WHQLESALE SALES 516 X-0
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WHOLESALE SALES 517 MODEL BASED
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WHOLESALE SALES 5i7 X-Ii
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WHOLESALE SALES 518 MODFEL BASED
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WHOLESALE SALES 518 X-~ii
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RETAIL 520002 MODEL BASED
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RETAIL 520002 X-0
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102 - - 102
92"’: -92
82 ' - 82
r
72 72




RETAIL 550001 MODEL BASED

12.450 - - 12,450
9.450 - - 9,450
6.450 - - 6.450
3.450 L L L L L L L L 3.450

i 13 25 37 49 61 73 85 97 109 121 133 145
ns3 - - 113
103 - - 103
93 - - 93
83 1 4 | | N | | ] | 1 ] | 83
1 1325 37 49 &1 73 85 97 109 121 133 145




RETAIL 550001 X-1

12.450 - 12,450
9.450 - . 4 L 9.450
“~ ' ,
r’n '
I’ \" ’1’ '4 I’
6,450 ~ L - 5.450
- \ R 'l
30450 | i { { § 1 ] 1 | i N | 3,45:
] 13 25 37 49 61 73 85 97 109 121 133 145
13 - 113
103 - ~103
93 - ) J - 93
83 | } i | 1 \!/ { Kl \‘l/ 1 L 1 83
1 13 25 37 49 &1 73 85 97 109 121 133 145




RETAIL 598000 MODEL BASED

1,350 - L1350
I"
1.050 - . 1050
hd “ﬂ
. i
4 AN !
750°- AW Vk7so
. ,'\, '
, ! " ' L}
7vie 'f v
, \I’
450 - . b L 450
ﬂ‘ I N e 471 Re “\han AT
150 ) i I S \ g 1 i 1 | 150
] i3 25 37 49 &1 73 85 97 109 121 133 145
180 180
150 = - 150
120 ~120
90 - U - 90
80 L I | i L 1 | 1 L | | 3 50
1 13 25 37 4% 61 73 85 97 109 121 133 145




RETAIL 598000 X-1

1350 - 1350

h

{

'

1.050 - ¢ k1050

y

"
A i , \/
- ! \‘ . '/ ’
750 - g1 e L 750
n
1 ," 'V
, ",'
450 - Y - 450
n i ,. FEd Tt \l’ -
150 L 1 1 |8 1 1. A ] ] 1 i | 150
] 13 25 37 49 61 73 85 97 109 121 133 145
180 180
150 — - 150
120 - - 120
90 -~ ~90
0 \ | ! | | I LV 1 | L | 50
25 37 49 8} 73 85 97 109 121 133 145

1 13




RETAIL 570001 MODEL BASED

2.050 — N 2050
~ 1550 + - 1.550
1.050 - ~-1.050
550 f L ! i L ! 1 1 ] | L 1 { 550
1 13 25 37 49 61 73 85 97 109 121 133 145
115 - —- 115
105 - 105
95 - ~ 95
85 | | 1 i | } ] { | A A ! 85
1 13225 37 49 61 73 85 97 109 121 133 145



RETAIL

5§70001 X-1

2.050 N F20%0
1.550 1,550
1.050 - ~-1.050
550 f 1 ! L L 1 ! ! 1 1 L L | 550
1 13 25 37 49 61 73 85 97 109 121 133 145
1S5 - - 115
105 - - 105
95 ~95
85 ! | 1 ! 1 I8 1 1 ! 1 I ] 85
37 49 &1 73 85 97 109 121 133 145




INDUSTRY S13YSU MODEL BASED

3.¢40

. 2940 -

1.40

Ll

1 | L | |

L 1 l i ! ! } i ] i

~3.¢40

- 2.940

- 1940

940

940
1

13 25 37 49 61

73 85 @7 109 121 133 145 157 169 181

100

1 L ] — i

! ! ! it ! 1 ! 5 L i

- 100

90

20
1

13 25 37 49 61

73 85 97 109 121 133 145 57 1469 18



INDUSTRY S13VSU X-i1 LOG

3.940 - - 3.640

" 2.540 - 2.640

1.§40 —1.540
940 - i ) | I ] i ] L I 1 § | 1 1 ! I L 940

1 13 25 37 49 61 73 85 97 109 121 133 145 157 169 18]

=R I e
al \ LT

90 1 ! } | } ! } i 1 1 L ) i 1 )| 90
1 13 25 37 49 61 73 85 97 109 121 133 145 157 169 18]




INDUSTRY S16VSU MODEL SASED

950 - 960
860 - - 860
760 - v k780
vy
660 - )| Leso
560 - L 560
450 L 460
360 . L 360
‘I
260 - " - 250
Ay
’60 x } { 1 | } { 1 1 | [ 1 1 { 160
1 13 25 37 46 41 72 85 97 109 121 133 145 157 149 181
121 - 121
m - -1
101 L 101
91 - - 91
IRV U VARV AR R A | AR VAR A P
81 | { 1 ! 1 ] } { { { | { | 1 _ | 87
73 85 ©7 109 121 133 145 157 169 18

1

13 25 37 49 61




INDUSTRY S16YSU X-11 LOG

960 T} 960

860 - A -850

760 174|780

:‘l' ! \'
' A Ui
650 Ll '/ - 650
560 - ' ; I 560
L

450 L 450

360 - - 350

260 A [ , L 250
o

- i } } L ! ! i i i 1 ) ] L1 80

160
1 13 25 37 49 61 73 85 ©7 109 121 133 145 157 169 187

121 - ‘ A | 121

M+ |Fm
101 - - 101
91 4 L, L\ J ‘ | 91
81 kl 1 ! 1 S | \ i i Ll “ l’x Ll A g

1 13 25 37 49 61 73 85 97 109 121 133 145 157 169 18]



INDUSTRY S29YSU MODEL BASED

980 /‘ - 980
\
580 - , f\»ﬁ/ L 580
, ﬁwﬁvﬁﬂ EA
MW&’
P
/M \
’80 | i 1 1 § i | { 11 1 N i § } } 180
1 13 25 37 49 61 73 85 97 109 121 133 145 157 169 181
109 109
99 - “ q v ' A 90
RERR )
89 t 1 1 i { 1 i N i 1 | { | { 1 89
1 13 25 37 45 61 73 85 ©7 109 121 133 145 157 169 18




INDUSTRY S29VSU X-11 LOG

af

580 - A - 580
) Y/WL{#X‘
AR w
R
\ 'Mhﬂi'
180 f\‘ !, i 3 3 ! } } ! i 180
V13 25 37 4% 61 73 85 97 109 121 133 145 157 169 18!
109 109

M’
4
VT

8¢ L S S SR SN SR SN S M 8¢
1 13 25 37 49 461 73 85 97 109 121 133 145 157 169 181

il
”v/ﬂ it




INDUSTRY S35VSU MODEL BASED

1.090 - - 1,090
690 - 690
4 b ok
W uf\ f \
u"‘&j"
290 A \ | ! i L } | | ! i 290
] 13 25 37 4% 61 73 85 ©7 109 121 133 145 157 169 181
N3 -3
103-»/“ \N W \m \/ W-m
93 - 93
83 ! ] ] | i i | 1 ] i | ! 4 83

1

13 25 37 4% 61 73 85 97 109 121 133 145 157 169 181




INDUSTRY S35VSU X-11 LOG

1.090 -

690

|

1

gt

3

i

}

}

i

|

)

Az

}

!

4“—1poo
\

i

290
1

- 690

—290

12 25 37 49 61 73 85 @7 109 121 133 145 157 169 18i

13

103 -

93

83

i

L

!

L

!

"

\

11

/\1

”W

I
|

|

Vq

\’q

—

- 13

W\-

- 93

i _

1

13 25 37 49 61 73 85

-—-83

97 109 121 133 145 157 169 18i




S38VSU

MODEL BASED

1.400 1.400
1,100 - ! -1.100
800 - " Al - 800
‘ N
500 i | | 1 { 1 | i 1 { | 500
] 13 25 37 49 81 73 85 97 109 121 133
104 - 104
99 - V“ f ﬂ - 96
94 - -4
89 | i } 1 { | | | | | } 89
] 13 25 37 49 61 73 85 97 109 121 133




S38YsSU X-1

1,400

1,400

1,100

800

- 1,100

~ 800

500

500

6l 73 85

104 -

A

N

\— 104

~ 9%

- 94

61 73 85

8¢9



INDUSTRY S50YSU MODEL BASED

920 - . A - 920

520 - =520
A
120 Al S | ! 1 | | i L i | 1\ L 120
1 13 25 37 49 &1 73 85 97 109 121 133 145 157 169 18!
113 - =113

-ttt

Q3 ~93

i

L‘;L.rvbrfv[/r v Ty L y oo
83 L I { | 1 \ I { \ L P4 [ 83

1 13 25 37 4% 61 73 85 97 109 121 133 145 157 169 18]




INDUSTRY S50VYSU X-11 LOG

920 - - 920
: A i
520 - i N” v\ - 520
! fﬂ‘f\p
- A“[(LM\ 1
]20 /JVJY‘ { i Y i i | i i 1 } _ ___]20
1 13 25 37 49 &1 73 85 97 109 121 133 145 157 169 18
13 - - 13
bl
= WSS
S F,
@3 —-93
| S A A U S L
83 L1 | i { \ 1 i 1 | L | 3 ) Ll

1 1B 25 37 4¢ 61

73 85 97 109 121 133 145 157 169 18




INDUSTRY S60VSU MODEL BASED

5.300 P 5300

4.300 -

73,300 - 4/*4 ; ~3.300
. 7\/&.
2.300 - ‘ ~-2.300
\/\

1.300 m [~ lllllllllllll - —=1.300
1 13 25 37 49 61 73 85 97 109 121 133 145 157 169 181

AR A,

g9 - ! | N N i | | | b o | i L. Lge
1 13 25 37 49 &1 73 85 97 109 121 133 145 157 169 181

T —— s e S s e . . e+ = 1 s @ % e o - —————




5.300

4,300 4

3.300 -

2.300 -

1.300

99 -

8¢9

INDUSTRY S&60VSU X-11 LOG

ﬂw\;”A\’\

V/V}“j\"f/? !

i 1 { } ) I ! 1 J I }

1 13 25 37 49 61 73 85 97 109 121 133 145 157 169 181

5,300

- 4,300

~-3.300

— 2-300

—-1.300

i A

! ! ! | ] ! ! 1 ! i J H i ] J

1 13 25 37 49 61 73 85 97 109 121 133 145 157 169 18

— 8¢




-

S62YSU MODEL BASED

2.030 -~

1530 +

1.030 A

530
IR ~ 11

106 - ~ 106
101 - 101
96 ~ 96
91 ~ 91
86 - - 86
81 I r i t L 1 ! ! L ! J 81

1 1325 37 49 41 73 85 97 109 121 133




S62YSU X-11

2,030

1530 - - 1.530
1030 1,030
530 . 530

1 13 25 37 49 61 73 85 @7 109 121 133
M - LR
\ |
106 - \/& | \f 106
101 ‘101
96 96
91 - 91
|
86 ‘\4 - 86
8? | | | | | 1 ] | | | | 81
1 13 25 37 49 61 73 85 97 109 121 133

-r




1.500 +

1.200 -

900

600

300

102

@7

92

INDUSTRY S63VSU MODEL BASED

anf

} ] | { L

1500

- 1200

! - Q00

- 600

i il | L | L ] 1 1 | S 300

1 183 25 37 49 61

73 85 97 109 121 133 145 157 169 181

J } | § i

\“ \’ /\-—m

- 97

i P { j | I i i i1 gg

1 B 25 37 4¢ 6

. e ————— e ——— i —

73 85 97 109 121 133 145 157 1469 181




INDUSTRY S43VSU X-11 LOG

1.500 - - 1.500
1.200 -~ - 1200
906 - - Q00
6500 - 600
300 M i i A 4 i i } { } i i B N 3CH

V13 25 37 4% 461 73 85 97 109 121 133 145 157 169 18!
102 - . \ \A \ W I [lHr-102
AT T ' \l‘ \ r\ F \\
i ‘
@7 - 97
92 i ] 1 1 i i 1 } } i L | 1 i d_ _,J__ 92

1

13 25 37 49 41

73 85 97 109 121 133 145 157 169 18i



INDUSTRY

S64YSU MODEL BASED

7.300 4

6.300 -

~ 5300

4.300 -

3.300

sl

H\\ /\\ //\/M {N ‘W

i |

§

i

L

I

}

L

- 7.300

- 6.300

-5.300

~4.300

~3.300

2.300
1

13 25 37 4% 61

4 ——L 2.300

73 85 97 109 121 133 145 157 169 181

108

103

98

1

|

|

] ) i

i

N

{

!

i

i

il ]
bl

!

- 108

- 103

i 93

e3
1

13 25 37 49 61

73 85 97 109 121 133 145 157 169 18I




INDUSTRY S44YSU X-11 LOG

7.300 - ,&- 7.300
f.a
‘ ‘ i
6.300 - 1, ',\’f‘{ " \, - 6.300

5.300 - ~5.300

4.300 1 /y\ - 4.300

2.300 - (}!\“M u\ ‘A
ST M\/\
2.300 wa —_ 1 212300

1 13 25 37 4% 461 73 85 97 109 121 133 145 157 149 181

- 3.300

108 4 l\ l \ { / / / - 108
103 ~ | | ’ ‘ | L | L - 103
%—[ VYP | [ ‘[‘ ]'/ / \/ V rf / \Uk ! \ﬂ \\ ! "&‘\ 7

1 13 25 37 49 461 73 85 97 109 121 133 145 157 169 181



INDUSTRY S76YSU MODEL BASED

" 840 - \/ \ -840
- . .
* I.

340

I ' 1. 340
T 13 25 37 49 61 73 85 97 109 121 133 145 157 169 18!

M\”MHH%MW\V-,OO
LT T T T T LT

0 ! 1 1 } i 1 i i i i ] J L } J“""?O
T 13 25 37 49 61 73 85 97 109 121 133 145 157 1469 18]

e - ——— ——— . —— i e —_ o~ —



840 -

340 -

10

100 +

90

INDUSTRY S76YSU X-i1 LOG

{1\‘ ;
; ﬁ@,\

ke’
\N\A\ N

AW’A’LN

i i i { i1 L i P
113 25 37 49 61 73 85 97 109 121 133 145 157 169 18]

i

&rw \ff \\"V k\va\ M\[/ ﬂ I

lllll | } ! } 3 i B \ ! }

1 1B 25 37 49 61 73 85 97 109 121 133 145 157 169 18]

s

RS Y

- 840

i 340

no

~ 100

90



INDUSTRY S83YSU MODEL BASED

3.730 - /3730
1
i
2.730 - - 2.730
1.730 4 ; ~1.730
M “v‘ﬁ f i NN\AV\N
730 %hq i ! 1 { | ! | S 730
T 13 25 37 49 61 73 85 97 109 121 133 145 157 169 18
~ 109

“J |
Nl /VQ M( |

- 99

{ { L I { ! i ! ! i

8¢ ! ! J 1 |
1 13 25 37 48 ¢

73 85 97 109 121 133 145 157 169 181

~ 89



INDUSTRY

S83YSU

X-1 LOG

3.730 - ﬁw)‘\ ~3.730
i
2.730 - ’ ~2.730
| b
1.730 : » ~1.730
A%"":Nﬁw \F://\‘VV
e
730 F'vé"\'('?' ] I } b i | i i ! L 1 i 1 L0
1 13 25 37 49 61 73 85 97 109 121 133 145 157 169 181
109 - l - 109
IANBREE ‘v’\ ﬂ’\'
- HREINI T b e
, ‘l f _ ; w
| » v "
89 1 I WS WO SN T i i ! | | 1 - Ago

1

13 25 37 49 61 73 85 97 109 121 133 145 157 169¢ 181



RETAIL 701000 MODEL BASED

- 2,100 H ~2.100
l’ 3 II
, ,’ ‘lv:'
1.600 - - 1.600
//
1100 - | - 1100
800 ! i L i L ! 1 A 600
1 13 25 37 49 61 73 85 97
121 - - 121
m - =111
101 H — 101
91 ~ 91
81 | | ! L 1 1 | i g1
1 13 25 37 49 61 73 85 ¥4




RETAIL 701000 X-1

2.100 -

1.600 -

1100

~2.100

- 1.600

~1.100

600

49 61

600

121 5

1 5

101 4

91 -

- 121

~ 11

- 101

- 91

81

81

49 61



RETAIL 723000 MODEL BASED

- 400

~ 300
200 1 1 ! ' 1 ! ] 1 200
] 13 25 37 49 61 73 85 Q7
105 4 ~ 105
100 - 100
95 95
i
90 ! i ! ] i | L 1 90



RETAIL 723000 X-0I

400 - - 400
300 - 300
200 1 ] 1 { 1 i ! I 200
i 13 25 37 49 6] 73 85 97
105 - =105
100 - [\\/-mo
95 - \ V \l \ - 95
90 I ! L { ] 1 ] | 90
i 13 25 37 49 K-} 73 85 97




RETAIL 724000 MODEL BASED

105

105

85 W)
I A ‘\ o

&5 i 3 i L L ] | i &5
1 13 25 37 49 61 73 85 97

101 - 101

96 - 96

93 } | | | ! ' L ! | 91
1 13 25 37 49 61 73 85 Q7




RETAIL 724000 X-11

105 105
I‘v
85 _ 85
- ‘\ i \
! ! \ ¢ II
65 1 | ] |8 1 1 1 1 65
] 13 25 37 49 b1 73 85 97
101 4 L 101
96 - \ \ \ - 96
9‘ ] i } | 1 i | | 9]
1 13 25 37 49 61 73 85 97



RETAIL 731000 MODEL BASED

2.150 - 2,150
. 1650 , J 1,650
{
t
/‘ ’
1.150 - Y - 1.150
650 § i | i i | 1 i 650
| 3 25 37 4 & 73 8 97
113 }\ N— 13
108 108
103 103
98 - - 98
§
93 93
88 )] { i | H [ ] 1 88




RETAW 731000 X~

2.150 | 2,150
~ ,"
'\ /‘\f,
\ Y
1.650 - f-’( / L1 650
- [
- 4'\ "'\:fh /
‘R
! /,":‘ .’!" )
41” | /
Ty \/
n d’\ /
\ I\ J
1150 /\_ /,\ ~1150
v - ! ,
| / rif et
/*\/j\/f‘ /\/
42
650 - ' ‘ ‘ - ' = 650
i 13 25 37 49 61 73 B85 Q7
13 o ! ‘ 13
! ’ i :
! ! H
108 i / “ ko8
|
103 A . / L1032
/ A I I }rl 0
| v | \ | k
98 [ ' oy Vi L ko8
i ' i i L
oV
93 - V | ) ’ | ;l [ \ j - 93
’ ’ / V i AR TR B
' i t
88 | | | | ] 1 | \ 88
1 13 25 37 49 61 73 85 97




INDUSTRY S24YSU MODEL BASED

ﬁ
2,340 : > ~2.340
1.840 4 -1.840
1.340 - - 1.340
v -840
340 I L ! i i i i ! L { j L ] [ I 340

TR 25 37 49 61 73 85 97 109 121 133 145 157 169 181

109 + {” K‘ [J f“, v \" \', \”, v \‘, \" \.' \f( - 10¢

oo Ly [ U | || M i i Iy
\x \*JL \L - H/

89 - 1 | ! { ! ! L L 1 L ' 1 4 I 8¢

1 13 25 37 49 61 73 85 97 109 121 133 145 157 169 18]




INDUSTRY S24YSU X-11 LOG

2,340 -

1.840

1.340 -

840

y

|
-
\J’

o

1 | ! ! J ! ) ! i 1 } 1 1 { }

]

~2.340

~1.840

~1.340

- 840

340
)

13 25 37 4% 61 73 85 @7 109 121 133 145 157 169 18}

340

109 -

9% ~

8¢

[

Vo \\l\!kﬁ}uy

|

1

1

!

il

!

L

|

|

!

1

|

|-

i

!

i

i

13 25 37 49 &}

73 85 ©7 109 121 133 145 157 169 181

~ 109

- 99




RETAIL 750000 X-1

2,230 - - 2,230
1.730 - ~1.730
1,230 ~1.230
730 730
1

106 - 106
101 4 M ~101
96 \ ~ 96
93 ! ! ! ! ] ! ! | 91

1 13 25 37 49 ) 73 85 87



2,230 H

1.730

1.230 -

RETAIL 750000 MODEL BASED

730

~1.730

-1.230

730

106

101

96 -

%1

- 106

- 101

~ 96

13

25

37

49

6l

73

85

97

91

- 2.230

e



RETAIL 753000 MODEL BASED

1.620 ~1.620
1.220 - - 1.220
820 — ~ 820
420 420

]

105 4 ~- 105
100 100
95 - . 95
90 ! ! L | 1 | 5 | 90




RETAIL 753000 X-1i

1.620 ~1.620

1.220 - -1.220

820 - 820
420 420
1
105 - ~- 105
100 - ~ 100
95 ‘w —-95
90 J | | i 1 i i A 90




INDUSTRY S25YSU MODFEL BASED

760 = 750
’

660 — N L0

560 - L 550

460 L 460
360 - ‘f - 350
LY ’ \ ¥
260 M L 250
'AFW
fOO ] | L 1 | | i | { i | 1 ] 1 { IOO
[ 13 25 37 &% 81 73 85 ©7 109 121 133 145 157 169 18l
n7 17
107 - / - 107
07 - \ \ N N \ } Loy
87 | | | i { 1 i i 1 1 i ] { | | 57

1 13 25 37 49 &1 73 85 ©7 109 121 133 145 157 169 18



INDUSTRY S25VSU X-11 LOG

760 -

6460 S V

760
r

i
540 - ?A AA f; ﬁ.’!""}\ - 550
460 A}MU Wy h\ft&vﬂ\/ [ 460

260 - W\{ AVA/‘VM‘\(" iy WWW M/J ‘

~- 260

A
Mfﬁ/

| . I L | | L i ! 1 | 1 i ! 160

160
1 13 25 37 4% 61 73 85 97 109 121 133 145 157 169 18

nz nz

i VM/'/MV \J‘V W, ‘\‘VHV il i \&\

——T T

/[[ AR

87 | ! ! ! i a P I R N SR B
1 13 25 37 49 &1 73 85 97 109 121 133 145 157 169 19

87




INDUSTRY S16TI MODEL BASED

1320 - . i k1320
TEN I
TN Y
f "
’l
820 - A M - 820
t l‘ vV
- ! ! ’
ll‘ \ U
U
i
A~ v W
320 ! ! | l L L 1 | i ! i | 1 L | 320
1 13 25 37 49 61 73 85 97 109 121 133 145157 169 18] 193205217 229241

10 ~110

100 - 100
90 - 90
80 N S SN N WU SUNN NN SN N N N N A ‘1 i1 1 ilgy

1

13 25 37 49 61 73 85 97 109 121 133145157 169 1871 193205217229241




INDUSTRY S16TI X-11 LOG

]
n :
1.320 + \ JY 1320
(XY
(B v
o .
1 \
1] !
i R AL
I \
|
y [
L
[
’
- ]
'
1]
820 - WA - 820
L\ . Yy
\
by
e ' N
4
\ N APA' Y
o}y
aj . /
’
' \ - -
H d ' .
] { L | L ! i | | [l 1 i ! L i 320

320 e
1 13 25 37 49 61 73 85 97 109 121 133145157 169 181 193205217 229241

110 - ~ 110
100 ~ 100
90 ~ ~-90
N N SN N N NN SO SN NN SN NN N NN NU RO N N Y

80 ] 1
1 13 25 37 49 61 73 85 97 109 121 133145157 169 181 19320521722924)



INDUSTRY S60TI MODEL BASED

1,480 —1.480
LY
’”| t ‘x !
| y
LA /' -
A
¥
i
980 - y - 980
\, ’\ A
1 [’ ’
S
\v >
A
Y A /- \V \
480 | | 1 ] L L1 i i i { 1 | | | | { 1 1 1 480
1 13 25 37 49 61 73 85 97 109 121 133 145157 169 181 193205217 229241
106 106
1C1 - ﬂ/\ﬁwmm mmw ‘ /r-'lm
96 v - 96
9] { { L L i ! i i i ! 1 1 1 L A ] | | I | %1

]

13 25 37 49 61 73 85 97 109 121 133145157 169 181 193205217229241




INDUSTRY S60TI X-11 LOG

1,480 -

980, ~ 980

] | A 1 | i 1 1 J ] ! | A ] i J ! i 480

1 13 25 37 49 61 73 85 97 109 121 133 145157 169 181 193205217 229241

480

106 106

I

96 - 96

HHL\M

=3 ] ! L ! i L ! | ] d ! i ! L | I | ] ]

1 13 25 37 49 61 73 85 97 109 121 133145157 169 181 193205217 22924}

— 101




S83TI MODBEL BASED

~2.C2C

~1020

520

2.020 T

1.520

1.020 =

97

85




S63TI X-11 LOG

2.020 1 ~2.020

1.520 < ~1520

1.020 - ~1.020
520 520

\\ \
115 = [ \ [ \\ (« - 115
| \ |
105 \ " - 105
95 - \ - 95
| \
i \,\
85 - / / \ \ - 85
\ . |
\ \
!
75 L ] 4 ) N | i ] 75




INDUSTRY S65TI MODEL BASED

3.300

~2.800 -

2,300

I

L

}

L

L

L

]

|

1

|

!

A

]

L

L1

~3.300

~2.800

~2.300

1.800

1.800
]

13 25 37 49 61 73 85 97 109 121 133 145157 169 181 193205217 229241

109

109

99 -

L

|

!

L

!

|

|

L

L

i

|

|

i

|

L

{

{

89

89
i

13 25 37 49 61 73 B85 97 109 121 133 145157 169 181 193205217 229241



INDUSTRY S65T! X-11 LOG

3.300 - - 3.300
2.800 - 2.800
2.300 - - 2.300
1.800 | ] | ! ! i | | L | il L l | | 1 ] ! L ! 1.800
1 13 25 37 49 61 73 85 97 109 121 133 145157 169 181 193205217 22924]
109 109
99 - 99
g9 i { 1 ! ! | ! 1 1 | l | ! | ] 1 ! I L 89

1 13 25 37 49 61 73 85 97 109121 133145157 169 181 193205217 22924]



INDUSTRY SX4TI MODEL BASED

7.500 - ~7.500
5.500 ~5.500
3.500 - ~3.500
1.500 i N ! 1 { | I3 i | 1 { i 1 l L i1 L ! | 1.500
1 13 25 37 49 61 73 85 97 109 121 133145157 169 181 193205217 229241
105 -\ - 105
100 - ~ 100
95 _ - 95
90 L 1 1 j | A i Lt L { N WO MR | ] { 1 L I 90

1 13 25 37 49 61 73 85 97 109 12] 133 145157 169 18] 193205217229241



INDUSTRY SX4Ti X-11 LOG

7.500 - 7'500.
" 5,500 -~ 5,500

3.500 - - 3,500

1.500 I L | | L L 1 L | 1 L L L l i { | { { 1.500

1 13 25 37 49 61 73 85 97 109 121 133 145157 169 181 193205217 229241

105 - ‘ ~ 108
100 ~ 100
25 S ~95
50 R T T R NORNY S S T AN SR SO R S ST N N SO ' 90

1T 13 25 37 49 61 73 85 97109 121 133145157 169 181 19320521722924]



WHOLESALE TI503 MODEL BASED

2.860 - 2.860
1.840 - 1,860
860 860
] 13 25 37 49 61 73 85 97 109 121 133
104 - ~ 104
99 - - 99
94 ! ! L . I L L i { 11l g4
] 13 25 37 49 é1 73 85 Q7 109 121 133



WHOLESALE TI5C3 X-11 LOG

2.860 -

1.860 -

- 2.860

- 1.860

860

860

133

104

99

- 104

- 99

94

Q4

133



4.500 +

3.500 4

WHOLESALE TI506 MODEL BASED

- 3.500
2.500 - - 2.500
1,500 LL 1,500
1 13 25 37 49 61 73 85 97 109 121 133
101 - 101
96 | { ] { | 1 | 1 1 | | 96
1 13 25 37 49 61 73 85 97 109 121 133




WHOLESALE TI506 X-11 LOG

4.500 4

3.500

2,500 4

- 4.500

~3.500

~-2.500

1.500 1.500
| 13 25 37 49 61 73 85 §7 109 121 133
101 - - 101
96 | | L | i L e 1 1 i L1 gg
] 13 25 37 49 61 73 85 97 108 12 133




WHOLESALE TI507 MODEL BASED

4.300 4,300
3.300 ~3.300
2.300 ~2.300
1,300 1,300
1 13 25 37 49 61 73 85 97 109 121 133
101 4 - 101
96 L 1 L L 1 ) L I L ] 11 g4
1 13 25 37 49 61 73 85 97 109 121 133




WHOLESALE Ti507 X-11 LOG

4,300 4.300

3.300 ~-3.300

2.300 - 2.300
1.300 1.300
1 13 25 37 49 61 73 85 97 109 121 133
101 - — 101
96 L L L J L | L L L i IRV

1 13 25 37 49 61 73 85 97 109 121 133



SHIPMENTS MODEL BASED

2,100 2.100
r
1.800 - 'L 1.800
)

1.500 - - 1.500
1.200 — -1.200
900 Af/ - 900

*/wfv’ i
\ i
600 - \,\)/.4 N/'-\\';/:/ \ VV‘ ~ 600
300 WW\M ‘f\/‘ | ] ] i | { { i | | N | L1 300

T 13 25 37 49 61 73 85 97 109 121 133 145 157 169 18! 193205217229

n2 n2

ol b /H J/J
IR
{HTTTEEIINY:

1 13 25 37 49 61 73 85 97 109 121 133 145157 169 181 193205217 229

N
e T




SHIPMENTS X-11 LOG

2,100 2.100

1.800 - -1.800

.‘\ (‘ I' /
1.500 - / Wd -1.500

1.200° ’ JJ v\/‘ ~1.200
900 - %,f ~ 900

P
il

600 - W - 600
306 W‘flf RMP { NSNS TN SN S S TN I TN TN T NS N U N
1 13 25 37 49 61 73 85 97 109 121 133 145 157 169 181 193205217 229
n2 ' n2

I«M’f""’r“”;! |
107 - v Bk wnonplop l‘ ‘—107
|| /"W};\'W”Mﬁf
i bl l 'i | \/\ i !'l' B
i /! ! ”\V\ \.‘ f'\ !j‘ | /1 i /‘v\/-w
IR |
92'\\\\\\ \ \\ | N
87 | i | | i S i ! | . ] | 1 L } L R | I 87

1 13 25 37 49 61 73 85 97 109 121 133 145157 169 181 193205217 229



INDUSTRY S21VSU MODEL BASED

430

430

330

230 ~

130

g 7o

R 7\@ ﬂf

5 } 1 } ! i i } i |

-
—
T i
L e
) Tk
“*‘.-

- 330

~230

- 130

30
}

B 25 37 49 61 73 85 97 109 121 133 145 157 169 18

30

168

148 ~

128

108

88 -

il

4 ’ L L J L L y b i ‘A v Y 7

! ! ! § ! i " \ ! ! i { i !

68
1

13 25 37 4¢ 61 73 85 97 109 121 133 145 157 169 181

i

- 168

- 148

- 128

- 83

- 58



INDUSTRY S21¥SU X-11 LOG

430 430
330 - 330
| .
11 bt
ﬂ& %i“ fitl ,f,{;wl/‘x(\ &‘I “\/\
TR T
a0 - AAW“W‘IW | 9 N
j A/}J’M {
Ak

1 13 25 37 49 461 73 85 97 109 121 133 145 157 169 181

168 168
148 ~ — 148
128 -

R

I / | ‘/‘/ | ﬁ /V M/\ | | tlt/\/ ' 5/ | r/\/ \ f i \AN\ AN\

i i i ] ) L
1 13 25 37 49 61 73 85 97 109 121 133 145 157 169 18!




RETAIL 570002 MODEL BASED

1.230 ~ -1.230

930 930
630 - - 630
330 1 L i L Jd 1 I |3 1 330
] 49 861 73 B85 97 109 121 133 145
145 -~ =145
125 - _ ~125
105 — —105
85 IV\ 1 | 1 i ! i L i -1 [ IV\/./‘ 85

1 1325 37 49 61 73 85 97 109 121 133 145




RETAIL 570002 X-1

1.230 ~1.230

930 v Fe30
W\/q
630 - 630
330 i i 1 1 } | i 1 L { 1 { 330
Y13 25 37 49 &1 73 85 97 109 121 133 145
145 - 145
125 - - 125
105 JJ 105
85 | L\/\/ } 1 | 1v ] 1 ] ! | '\/\/‘\ 85



ENM20 MODEL BASED

49.000 - - 49,000
39.000 i 1 | { 1 1 ] ! ! | L ! | 3%.000
1 13 25 37 49 61 73 85 97 109 121 133 145 157
102 102
100 - \/\/\/\/\ ~ 100
98 1 L { { ! | i | I i ! { i 98
1 13 25 37 49 61 73 85 97 109 121 133 145 157



ENMZ(

X-11 LOG

4%.000 -

~ 4$.000

f':l
,I ’ . l-:"‘\.
. :7’\/ ‘/
<
\ RV
Lemd S
R \-/
.
/,’.'\"/
A\
PR W
"[‘\‘A\’/
/
aqooo { ! 1 | | | 1 | 1 } L | | 39'000
] 138 25 37 4@ 61 73 85 ©7 109 121 133 145 157
102 102
100 h 100
o8 ! I | | ) i i ! 1 | | | | 98
1 13 25 37 49 61 75 85 67 109 121 133 145 157



INVENTORIES MODEL BASED

6.000 6.000
5,000 - 5,000
4.000 - L 4,000
3.000 - L 3,000
2,000 - - 2,000
Looo \'(’Jl/\ | | ] | i | ] L i I N 1 j L 1 i Looo

1 13 25 37 49 61 73 85 97 109 121 133 145157 169 181 193205217 229

103 | | ~103
f

101 - ~ 101

99 - - 99

97 I NN NN SN NSNS SO N SO SRS U SN SRS (S S SUUNNE NSNS N A AY-S

1 13 25 37 49 61 73 85 97 109 121 133 145157 169 181 193205217 229



INVENTORIES X-11 LOG

6.000

6.000

5.000 -~

_ 4.000 -

3.000

2.000 -+

B 1= ] ) H i ! i ! I |

~5.000

- 4,000

-3.000

-2.000

1.000

1.000
1

13 25 37 49 61 73 85 97 109 121 133 145157 169 181 193205217 229

99

VUEER R

! J | | l ! | { | L I ! A | ] { 1 I} I

~103

~101

1

99

97
1

13 25 37 49 61 73 85 97 109 121 133 145157 169 181 193205217 229

97



VALUE PUT IN PLACE MODEL BASED

37.600 L 37,600
27.600 - L 27,500
17.600 - 17,600+
/
7,600 7.600
1

120 - -120

10 - .10

100 100

90 - L 90

80 | - 80

70 70




YALUE PUT IN PLACE X-11 LOG

37.400 L 37,500
27.600 = - 27,500
17.600 - L 17,500
7.600 ' ' d 7.600

1 97 109 121
120 - 120
10 - 110
100 \ L 100
90 - \ L 90
80 \ - 80
70 ' L ' 70

97 109 121



S36TI MODEL BASED

1.060 -

860 -

660"~

460 -

B

!

!

L

N

!

|

i

|

|

|

!

i

!

H

- 1.060

~ 860

- 660

~ 460

260
1

13 25 37 49 61

260

73 85 97 109 121 133 145 157 169 181 193 205 217

n2
107 —
102 —

97

|
|
/

b

)

] !

!

}

!

!

J

|

|

!

\/

i

!

!

i

.

!

n2

107

~102

~97

92
1

92

13 25 37 49 61 73 85 97 109 121 133 145 157 169 181 193 205 217




S36T1 X-11 LOG

1.060 - - 1.060
860 - L 860
650 - 660
460 - - 460
260 1 i{ 1 { 1 | } | { { 1 { ! 1 I L { 260

1 13 25 37 49 61 73 85 97 109 121 133 145 157 169 181 193 205 217
n2 - )
\
107 - \ \l \' L 107
102 - \ - 102
97 - L 97
92 ) 1 ] { | i | { _} { { i { 92

1 13 25 37 49 61 73 85 97 109 121 133 145 157 169 181 193 205 217




3.000

2.000 4

1.000

101

96

INDUSTRY S62TI MODEL BASED

} L | ] i | I i | L | L i | | { ] I i

[ 3.000

~2.000

1

1.000

13 25 37 49 61 73 BS 97 109 121 133145157 169 181 193205217229 24]

~ 101

B l i l 1 i L L ! | ] | | | L | | 1

]

13 25 37 49 61 73 85 97 109 121 133145157169 181 193205217 229241

26




INDUSTRY $62TI X-11 LOG

3.000 +

2,000 -

i

I

VA

l

!

L

{

'~ 3.000

! ~2.000

L ! A | | | ] L ] 1 } L Ll

1.000

1.000
}

13 25 37 49 61 73 85 97 109 121 133145157 169 181 193205217229241

101

i

I

]

!

- 101

i

| I | ] ! A L ] R B | ]

1 96

96
1

13 25 37 49 61 73 85 97 109 121 133145157 169 181 193205217 22924)




INDUSTRY S64Ti MODEL

BASED

8.300 -

6.300

4.300 -

|

i

|

|

i

1

AL

1

A

! ! ]

- 8.300

~6.300

~4.300

2.300

2.300

1 13 25 37 49 61 73 B85 97 109 121 133 145157 169 18] 193205217229241

109 ~

9%

l

I

!

|

A

\/

|

i

A

A

1]

i

L

1

il

d

Jo

L1

L

i

|

- 109

- 99

89

1 13 25 37 49 61 73 85 97 109 121 133 145157 169 181 193205217229 24)

89



INDUSTRY Sé4TI X-11 LOG

8.300 - ’ i 8,300
~ 6.3OC.> - [ 6.300
4300 - - 4300
2.300 e S ST ST SN S ST S SR N N B 0P 9212
1 13 25 37 49 61 73 85 97 109 121 133 145157 169 181 193205217 229 24]
109 - [\ A [\ [\ 109
99 - - 99
89 \} { 1 | | i A i { il i ] L { | -Q i 1 { L ] 89
1 13 25 37 49 61 73 85 97 109 121 133 145157 169 181 193205217 229241

s



INDUSTRY $85TI MODEL BASED

3.700 -+

2,700

1.700

i i

L L ! H | | | . i i 4 1

l i |

il

- 3.700

~2.700

-1.700

700

700
1

13 25 37 49 61 73 85 97 109 121 133145157169 181 19320521722924)

101 -N

! A !

1 | ] ] | i i | i L L i

L i) i

L

=101

96

96
]

13 25 37

49 &1 73 B85 97 109 121 133 145157 169 181 19320521722924!



INDUSTRY S85T1I X-11 LOG

3.700 ~3.700

2.70Q - -2.700

1,700 ~1.700
700 T~ 4y 4 1) Do 700

1 13 25 37 49 61 73 85 97 109 121 133145157 169 181 193205217 22924

o,

S N S N N RS N T I S S TN SN U SN S S NN NN N NS B -7
1 13 25 37 49 61 73 85 97 109 121133145157 169 181 19320521722924]

101 -,\)




WHOLESALE Ti500 MODEL BASED

63.000 - 63.000
43.000 - 43.000
23,000 : 23.000
1 13 25 37 49 é1 73 85 97 109 121 133
102 - - 102
99 7 - 99
-7 l { ! ] | ! ! I i | | =73
1 13 25 37 49 61 73 85 97 109 121 133



WHOLESALE TI500 X-11 LOG

A
63.000 ’ 2 - 63.000
43.000 - - 43.000
23'000 1 | | | | { i 1 1 L | 23'000
1 13 25 37 49 &1 73 8 97 109 121 133
102 - - 102
99 - 99
96 i | ] i | N | ] | A i 96

13 25 37 49 61 73 85 §7 109 121 133

e



EAF20 mODEL BASED

920 1 - 920
]
-
' 1"
720 4/ . d ~720
- REHEREIR
'l ‘ .’\ "l' ““ llll '
‘ : :(' ‘\\' \ :"\ Y n ;‘ ".l| 'l“|
520 ] (OIS L A Y - 520
320 { i | i | | | | L 320
1 13 25 37 49 &1 73 85 ©7 10° 121 133 145 157
10 - - 190
@0 - - ©Q
=10 - ==10
=110 - --110
-2]0 i ] | } 1 1 ! | | | | _210
i 13 25 37 4¢ 10 121 133 145 157

6t 73 85 ¢7




EAF20 X-11 LOG

920 4 ~- 920
o
720 . —-720
520 -} - 520
320 i ! | ! i | } 320
1 13 25 37 49 61 73 85 97 109 121 133 145 157
190 - - 190
90 - ~ 90
-10 - - =10
-10 - - =110
=210 ] i } } ] ! 1 | | | | -210
1 13 25 37 49 61 73 85 97 109 121 133 145 157

"



Umié MODIEL BASED

1.180

880

— 1,180

580 - ' - 530
' . v‘ “ tt f{:f\‘\
‘K"/\’J\ \ (/‘(.\vn
280 } | ] L il L 1 ] i il | | | 280
i 13 25 37 4¢ &1 73 85 ©7 109 121 133 145 157
260 - 260
160 - ~ 160
60 - ~ 60
N WA AW -
-~140 ] ! I I8 } | ! ! ! ! ! “ | A -140
i 1325 37 49 61 73 85 97 109 121 133 145 157




Umig X-11 LCG

1.180 < - 1.180
880 - — 880
3 /J\-" '] l:\\v‘ N II‘[ ‘
“{/ K \/J\i‘\' vJ
580 - | , \ - 580
i’/ W ! " 4 L"““ ¥ ~7 "k‘/\“
\’\\ ! ‘\ ! ';’ \¥:| -7 \-\ 1~
) \i \.l,\ 'v * \\ N
V' IR \ / \J
280 L 1 | 1 | L | | J ) | ] ! 280
] 13 25 37 49 461 73 85 S7 109 121 133 145 157
260 - - 260
160 - 1480
60 - ~ 60
,. / AN
~40 < \ \//' \/f\ k/\\ \/. \ & V \[[ \/\ \/\ \[\ -40
=140 1 i i 1 1 } ! ] { | ! ! ! ~140
37 49 61 73 85 ©7 109 121 133 145 157



UF16 MODEL BASED

1.050 -~ r1.050
850 - 850
650.- 650
450 - 450
250 I i ! ! ! 1 | 250

1 85 ©7 109 121 133 145 157
400 400
350 - -+ 350
300 - 300
250 - - 250
200 -+ ~ 200
150 - 150
100 - 100
50 - - 50
0 - - O
-50 ~-50
-100 —'j A'\/ ~ =100
~150 ! | i i | | | 1 | ] ! L ) =150
1 13 25 37 46 61 73 85 97 109 121 133 145 157




UFie X-11 LOG

1.050 -1.050

T 850 - || feso

-
o~
L} -~
.
<.
Lt S
4
b,
=
-
— ~
" 1
‘—-
~
e
e ana A Y
p .
-o-':'
At —~—
— ‘,
—— o
LY
.

-,
=
. -
<
=
-l
~
-~
-—"
-~
s
".
- F -
‘-.
rd
-
e
[ 4
_\

A I |
A :\ ’\ Y "' / / ' ‘V
450 -/ i 3 st \ \ \1 - 450
\ ; i St A a ’M’"
viag) 1274 0 %\' /‘
h’\ﬂ" V w
W

1 ! 1 L 1 J | | 1 | 250
] 13 25 37 49 461 73 85 67 109 121 133 145 157

- -

400 400
350 + - 350
300 - - 300
250 + - 250
200 4 - 200
150 - ~ 150

100 - - 100

50 - K \ L K - 50

23U W W W W W W

aoo VW W W] Iy A \/‘\J \ V\ \/ A U1V Eetoo

_150 | 1 | | | | | { { | { | | -150
1 13 25 37 49 61 73 85 97 109 121 133 145 157

0w



ENM16 MODEL BASED

4.500 - [}4.900
3,900 - h - 3,900
2.900 - ol L\/ - 2.900
'F ;
Lgoo 1 ] i 1 i | ] 1 1 | ] i { | ]‘900
1 13 25 37 4% &1 73 85 €7 109 121 133 145 157
) \ \ | |
O O O
450 - - 450
150 - - 150
R A AT AT AT ATATATRTATATAY
_450 | 1 1 ! 1 i { | | ] | i i _450

1 13 25 37 49 61 73

85 ¢7 109 121 133 145 157




ENMIS X-11 LOG

4.900 + f'— 4.900
P h'
. 3.900 - V13,900
\:'I
I/\/
2.900 L\/ _ - 2.900
1.900 { )| } ! 3 ) i ! ! ! ! } 1.500
1 13 25 37 49 61 73 85 97 109 121 133 145 157
750 — N N ’\ \ Nr" 750
450 - ~ 450
150 — ~ 150
R TR A A A A AT AT AT A A e
-450 { ] L L \ ! L ! h ! | -450
1 13 25 37 49 41 73 85 97 109 121 133 145 157




, ENFI6 X-11 LOG

3.600 -

! 1 ] | | L L 3 ! 1

1.600

4 61 73 85 97 109 121 133 145 157

1.600

"t

290 -

1 !

L | ] 1 ! 1 L 1 L 1

&» 590

- 290

1T 13 25 37 49 61 73 85 97 109 121 133 145 157

=310




EAM20 MODEL BASED

~3.000

2.000 —L ! : 1 1 ! 2.000

1 13 25 37 49 61 73 85 97 109 121 133 145 157

200 + \- 200

100 - ' /

=100 - ~ =100

1 13 25 37 49 "61 73 85 97 109 121 133 145 157

~ 1C0

———




EAM20 X-11 LOG

3.000 -3.000
2.000 ' . : . L 2.000
1 73 85 97 109 121 133 145 157
200 - - 200
100 - 100
o L o ;
-100 - - -100 ‘
=200 L -200
1 61 73 85 97 109 121 133 145 157




ENF20 MODEL BASED

31,000 - [\f\/y - 31,000
m WA )
26.000 - /\P\J X7 m | 26.000
21'000 [\J { ! 1 I 1 1 1 1 ] i 1 | i 2]'000
] 13 25 37 49 61 73 85 67 109 121 133 145 157
400 -~ - 600
300 - - 300
0 - — 0
-300 - ~ =300
-400 - \J ~ =600
-$00 1 i ! | 1 1 1 L ! | | | 1 -900
1 13 25 37 49 61 73 85 97 109 121 133 145 157




ENF20 X-11 LOG

~31.000

—-26.000

21.000 { 1 i 1 L L { | 1 1 ! 4 1 21.000

i 13 25 37 49 61 73 85 97 109 121 133 145 157
600 - -~ 600
300 - 300
0 -q - 0
-300 - - -300
-400 - v - =600
) U

-900 ! 1 ! 1 i | ! d ! | | 1 1 -900

1 13 25 37 49 6]

73 85 97 109 121 133 145 157



TOTAL 5 OR MORE UNIT HOUSING STARTS MODEL BASED

80.000 + - 80.000
70,000 - - 70.000
60.000 - - 60.000
. 50.000 - 50.000
40.00; - ~ 40.000
30.000 - ~ 30.000
20.000 + ~20.000
10.000 10.000
1 1325 37 49 61 73 85 97 109 121 133 145 157
6.000 - - 6.000
1.000 - [\A\ ~ 1.000
-4.000 - - -4.000
-2.000 -N - ~9.000
-14.000 ! ! L 1 ] 1 l L L { ! ! ] -14.000
1 13 25 37 49 61 73 85 97 109 121 133 145 157




TOTAL 5 OR MORE UNIT HOUSING STARTS X-1

80.000 - - 80,000
Ml yit
70.000 - \ ‘N ~70.000
‘ ]
P VU
60.000 - , ' - 60.000
h )
- t : ] :
50.000 - ' " - 50.000
40,000 - - 40,000
\‘ "| ’l
[
30.000 - - 30,000
20.000 - - 20,000
10.000 . L . 1 L 10.000
113 85 97 109 121 133 145 157
6.000 - /\4 - 6.000
1.000 - V\ - 1.000
-4,000 L -4.000
-9.000 - \ - ~9.000
_‘4°°°° { 1 ! t { 1 1 i N ! L 1 4 V'_14.0°°

1 13 25 37 49 61 73 85 97 109 121 133 145 157




TOTAL HOUSING STARTS MODEL BASED

204.000 - - 204.000
- »:'
154.000 - - 154.000
104.000 - - 104.000
54.000 ' L L 54,000
1 85 97 109 121 133 145 157
16.000 - - 16.000
-4,000 - - ~4,000
-24,000 - -24,000
|
-44,000 -44,000

1 I3 25 37 49 61 73 85 97 109 121 133 145 157




TOTAL HOUSING STARTS X-li

204,000 - ! - 204,000
f ,':
I‘ ?'
1 ‘,“
! |
)
154,000 - \ - 154,000
104,000 - 104,000
54,000 L L L L L ' 54,000
1 13 25 37 49 61 73 85 97 109 121 133 145 157
16.000 - (\r— 16.000
-4,000 4 - -4,000
-24,000 - \J - ~24,000
-44.000 e v kj U L—.- -44,000
1 13 25 37 49 61 73 85 97 109 121 133 145 157




TOTAL SINGLE FAMILY HOUSING STARTS X-li

152.000 L 152.000
!
122.000 - 122,000
92.00Q - 92.000
62.000 — - 62,000
32.000 32,000
1 13 25 37 49 61 73 85 97 109 121 133 145 157
17.000 - (\ [\~ 17.000
7.000 - L 7.000
-3.000 - - -3.000
-13.000 - - -13.000
-23.000 L -23.000
-33,000 . L . L L L L ' -33.000
1 13 25 37 49 61 73 85 97 109 121 133 145 157




TOTAL

SINGLE FAMILY HOUSING STARTS MODEL BASED.

152.000 - - 152.000
122.000 - - 122,000
92.000 - -92.000
62.000 - 62,000
32.000 1 1 L . ' . 32.000
1 1325 37 49 61 73 85 97 109 121 133 145 157
17.000 - L 17.000
7.000 - - 7.000
-3.000 ~ - -3,000
-13.000 - - -13.000
-23.000 - J V V v - -23.000
-33,000 L L ' ' ! ' -33.000
1 13 25 37 49 61 73 85 97 109 121 133 145 157




721000 MODEL BASED

680 ~ 680
580 - ! 580
W ' - 480
/ 'l
380 i 1 | ! L I ! I 380
1 13 25 37 49 61 73 85 97
30 - - 30
10 4 - 10
=10 - =10
i
=30 - - =30
-%50 ! | L ] | ! ! | -50
1 13 25 37 49 81 73 85 ¢7




- 580

~ 480

380

680 —

580

%7

85

73

61

49

37

25

13

4

85

73

é1

49

37

25

13




EAMIS MODEL BASED

~ 580

— 380

580 +

480 -

~

37 49

109 121 133 145 157

73 85 97

LY

25

13

0000 o
o o
ﬁmwmn.nu%%w
[}
r 1 & & b1
-
—
-~
-
—
-
-~
Y
—
-
-~
—
L ol ,
p—
-
Hp—
-~
-~
<
.___./._v
0O O O O O O 0O 9 O
0 0 v O O O O O
DS I I Y

25 37 49 61 73 85 97 109 121 133 145 157

13



EAMIS X-11 LOG

580 - 4 A ﬂ (4 - 580
480 A /\ (- 480
‘.
!
'. ' ; *
t 1 N i “h'
te yt ) t . |
¥ A A WRIAE 380
) ! ) 1 '
'1 l,\., ‘Al‘ \,h : .l‘l‘:\ll 'l\‘ '| \ ’I "y : i ‘ " \” \”' \'\‘ ‘ :\‘
'l" HAREN k\"‘ ' :‘,1‘ \\,“: h o' ' ',"‘ " Ve
oy :{.\' vy Wy .{v‘?
!
280 S - 280
180 1 l i ! ! ] | ! I ] ! ! ! 180

<) 13 25 37 49 61 73 85 97 109 121 133 143 157

250 250
200 - f\ , - 200
150 - r\ f\ \ F\ - 150
100 - - 100

50 - - 50

0 - - 0

-50 - --50
-100 - --100
«150 i } ! ] ] ! ] J 1 ] ! | =150

1 13 25 37 49 & 73 85 97 109 121 133 145 137




EAF16 MODEL BASED

~ 160

160

120 4

121 133 145 157

109

25 37 49 & 73 85 97

13

70

40

10

- =20

=50

25 37 49 61 73 85 97 109 121 133 145 157

13




EAF16 X-11 LOG

~ 160

160 -
120 / [ - 120
1
80 : ' I‘V“ - 80
iy !
ot N X Y
# L /
: {
- 40
‘ 0 L i | 1 | 1 i l ! I i | 0
3 13 25 37 49 461 73 85 97 109 121 133 145 157
70 - 70
40 - - 40
10 4 - 10
_56 ! | | | i ! 1 ] ! 1 | i 1 -50
1 13 25 37 49 61 73 85 67 109 121 133 145 157




S357T1 MODEL BASED

2.000 - - 2,000
\
‘«y;,"
1.500 - ) 1 1,500
ey
! ‘1\_
VY
4 W \l, \’v}s/’\‘/

1,000 VA - 1,000
500 { q | { 1 | | 1 1 i ) { i | 500
1 13 25 37 49 61 73 85 97 109 121 133 145 157 169 181 193 205 217
100 100

) |
60 i . \\ \ - 60
20 - | s 20
-20 - / - -20
I L/
'60 1 | { ] | 1 { 1 i 1 I i i | | Il Lﬂ { ‘60
1 13 25 37 49 61 73 85 97 109 121 133 145 157 169 181 193 205 217




S35TI X-11

2.000 - - 2,000

1.500 A -1.500

1.000 - 1.000

N Y Y Y T Y Y Y SO M BP9
1 13 25 37 49 61 73 85 97 109 121 133 145 157 169 181 193 205 217

500

100 { 100
60 1 i |- e0
] e [

20 % i | \ \ \q/\ \ b i/ ‘ - 20
IR L

~20 - | | N k ‘ f—-zo
| |

’60 1 | 1 { { [l 1 1 I i { { i i 1 lll \/it -50

1 13 25 37 49 61 73 85 97 109 121 133 145 157 169 181 193 205 217




INDUSTRY S23T1 MODEL BASED

2.480

1.980

1,480

980
480 NS Y R S S I SN S WS TN N N W ST Y.
1T 13 25 37 49 61 73 85 97 109 121 133 145157 169 181 193205217229241
103 ~ - 103
98 ~-98
93 S AU NSO E SN SV NN (R Y S IR SN S SO ST S NS TU N -7t

1 13 25 37 49 61 73 85 97 109 121 133145157169 181 193205217 229241




;\\

INSTITIY 3zeT X -1 106G

2,480 ' '+ 2.480

1.980 - 1.980

1.480. = ~1.480
980 - - 980
480 . N SN N S TN IR N N MU S S BN B NPVt

1T 13 25 37 49 61 73 85 97 109 121 133145157 169 181 193205217 229241

103 - /\ - 103

98 ~98

93 i I L A L L L ] | ! i i i i i J i I Jl A 93

1 13 25 37 49 61 73 85 97 109 121 133145157 169 181 193205217 229241




750

550

350

RETAIL SALES 525100 MODEL BASED

2

150

- 550

- 350

13

25

37

49

61

73

85

97

109

121

133

145

150




RETAIL SALES 525100 X-1

]
750 ’ - 750
550 ~-550
350 350
¢ ~
150 | | | | | i i § i [} | 150

! 13 25 37 49 6! 73 85 \' 24 109 121 133 145




WHOLESALE SALES 502000 MODEL

BASED

?

1.480 - 1.480
1.180 -1.180
880 - 880
\"‘ ‘
o‘ f
-~ (AY]
N N
e \
580 -] f g - 580
y \‘ g
S
<~ N\ '
’ - "
TV
280 i 1 H 1 i | i 1 | H i i 280

1 13 25 37 49 61 73 85 97 109 121 133 145




WHOLESALE SALES 502000 X-1I

L

1.480 - ' - 1.480
|
1180 - Y1180
880 - N - 880
‘ .
\I'
-'l‘
N ‘\‘
» N ’
"\ '
e ‘ \'l -
[}
580 4 - 580
’I\ . ’I“l ’
280 i i i i i § [ l i 1 i 1 280

! - 13 25 37 49 6l - 73 85 97 109 121 133 145




e T

RETAIL SALES 553100 MODEL BASED

1.400 - | - 1.400
1.100 - 1.100
800 - 800
500 - - 500
200 1 L I 1 L 1 1 1 ! 1 1 i 200




RETAIL SALES 553100 X-1

1.400 - 1.400
1100 -1.100
800 - - 800
500 - - 300

200 I i i _— 1 1 1 1 1 1 i I L 200

! 13 25 37 49 61 73 85 97 109 121 133 145




