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Motivation for our Work

Large Language Models (LLMs) that power ChatBots are set to converge to so 
called “general purpose tools” in the future

capable of completing many tasks currently performed by humans.

Eloundou and colleagues (2023) recently published research that explored the 
impact of GPTs on several different types of jobs and occupations and in their 
work they estimated that Survey Research was: the second-most exposed 

field for work that could 
be completed by GPTs 

the highest exposed 
occupation relating to 
GPT-powered software.

The exposure provides an estimate of how GPTs or 
GPT-software can be leveraged to save workers in 
these fields a significant portion of time for 
completing a majority of their tasks.



So what are LLM’s Anyway?

These models are not 
deterministic so they can 
generate diverse and 
creative responses.

LLMs are machine 
learning models or 
more specifically deep 
learning models. 

They learn patterns and relationships 
from large volumes of textual data to 
understand the structure of a 
language.  These patterns are encoded 
into millions and billions of parameters 
that create the “model.” 

These models can then be used to generate 
new text based on inputs by predicting the 
most probable sequence of words to follow… 

A semi-technical, detailed and comprehensive 
overview of LLMs: https://arxiv.org/pdf/2307.06435 

https://arxiv.org/pdf/2307.06435


Billions and Trillions of Parameters!

Image Attribution: https://utcn-robotica.ro/expanding-creative-possibilities-exploring-the-
synergy-between-large-language-models-llm-and-theory-of-inventive-problem-solving-triz/ 

Like human minds, the minds of LLMs are opaque.  While computer and data scientists know how 
these models are created, the models themselves have millions and in many cases billions of 
parameters making their cognitive architecture difficult to explain (Dillion and colleagues, 2023).

https://utcn-robotica.ro/expanding-creative-possibilities-exploring-the-synergy-between-large-language-models-llm-and-theory-of-inventive-problem-solving-triz/
https://utcn-robotica.ro/expanding-creative-possibilities-exploring-the-synergy-between-large-language-models-llm-and-theory-of-inventive-problem-solving-triz/


The AI Hierarchy

Artificial 
Intelligence (AI)Machine 

Learning (ML)

Deep 
Learning (DL) Natural 

Language 
Processing 
(NLP)

Generative AI
LLMs

Artificial Intelligence (AI): The broadest concept, encompassing 
any system that can exhibit human-like intelligence.

Machine Learning (ML): A subfield of AI that focuses on 
algorithms that can learn from data without explicit 
programming. 

Deep Learning: A subfield of ML inspired by the 
structure and function of the brain. It uses artificial 
neural networks with multiple layers to learn complex 
patterns from large amounts of data.

Natural Language Processing (NLP): A 
subfield of AI concerned with the 
interaction between computers and 
human language. NLP tasks include text 
generation, translation, sentiment 
analysis, and question answering.

Generative AI: A subfield of 
AI focused on algorithms 
that can create new content, 
like text, images, or music. 

Large Language Models (LLMs): A type of 
generative AI model trained on massive 
amounts of text data to create human-
quality text in a variety of applications.

Source Attribution: Gemini based on prompt: “can you 
generate a diagram that shows the relationship between 
ML, AI, Deep Learning, NLP, Generative AI and LLMs”



“Like human minds, the minds of LLMs are opaque.  Computer 
scientists understand the general steps needed to build LLMs but the 
resulting models have billions of parameters making their cognitive 

architecture too complex to easily explain.  
We cannot be certain what goes on under the hood of LLMs as they 
simulate participants, but their expressions appear to model human 

expressions of moral judgements with high accuracy.”

Danica Dillion and colleagues, 2023, p. 599

Audio created at: https://play.ht/ 

The Black Box of LLMs…

https://play.ht/


A Very Oversimplified Example!

Hooray, I am spending Park!Census! Mall! Lake! Beach!my summer at the Beach!

P(Beach | Hooray I am spending my summer at the) 
is highest among the other choices, even Census , 
so BEACH is the predicted value.  



Some basic Building Blocks of LLMs

Token is a word, word part or set of words or symbols within a sequence of text. 

• When a raw text is provided as input to the LLM, it tokenizes it according to some 
parameters and creates a set of tokens. 

• Think of tokens as the basic currency of an LLM to process requests as well as the response 
and the cost of using LLMs with APIs (which have token limits).

• LLMs predict the next token in a string of text.

Embeddings is the idea of reducing the dimensionality of the data for efficient 
computational performance. 

• Think of it as a compressed numerical representation of data. 
• Embeddings on textual data can be used to identify chunks of text with similar meanings.



Example of Tokenization

Please don’t fall asleep during the plenary!

Please asleepdon fall during the plenary

Parsed into words…

Parsed into tokens…

’ t !

plenary!theduringasleepfalldon’tPlease



Levels of Interaction with LLMs…

Please provide the reading 
level of the following question: 
“Do you love this talk so far?”

The reading level of the following question is 4rd grade:
Do you think this meeting is fun?

The reading level of the following question is 8th grade: 
“Do you like coming to MAPOR?”

Please provide the reading level of the following question: 
“Do you love this talk so far?”

The question “Do you love this 
talk so far?” is written at a basic 

reading level, typically suitable for 
Grade 2-4 or ages 7-9. 

Based on the comparisons provided:
•The question “Do you think this meeting is fun?” 
(4th grade) uses simple vocabulary and a 
straightforward structure.
•The question “Do you like coming to MAPOR?” 
(8th grade) introduces a proper noun ("MAPOR"), 
which increases the complexity slightly due to its 
need for specific context or familiarity.
Estimated Reading Level: 5th-6th grade

Prompting

Few Shot Learning

Fine Tuning A data set with at least 10 to more than 100 examples are provided and input into the LLM which 
then creates a modified model that can be used to answer questions or respond to prompts.



Retrieval-Augmented Generation (RAG)

ASK

1. Question/prompt 2. Smart Retriever

Question 

4. LLM as Generator

3. Specific 
Knowledge  

Database
5. Explicit, source-
informed answer

Retrieval-Augmented 
Generation (RAG) is a 
technique for enhancing large 
language models (LLMs) by 
combining them with an 
external retrieval system (like 
the web) to produce output 
that is current or specific.



So what are we waiting for???



Do LLMs all speak “human” the same way?

 LLMs work similarly as models, but can have different “traits” that 
distinguish their outputs, formatting and general interactions with users.

You might say… “While all are Large, some LLMs are direct like a Drill Sarge 
and others are sweet like my Aunt Marge”

 Such information is important to note as it can influence selection of 
which LLM model may be appropriate for data collection tasks (interact 
with respondents) compared to what is used for coding tasks (interact 
with analysts). 



You May Know an LLM from it’s Output

MindsDB’s (2024) recent post describes leading LLMs in terms of their tone and formatting and 
presentation and a summary of their findings as extracted by ChatGPT 4o finds:

Source Attribution: https://bit.ly/mindsdb2024 

Model Noted Strengths Noted Limitations

GPT-4
Adaptable, depth in complex and nuanced tasks 
that can be steered through prompts.

Can provide excessive detail and "over-
elaborate" that may require editing

GPT-3
Versatile for general use; provides balanced level 
of detail in a manner that tends to be 
structured/logical.

May add redundant information, misses subtle 
context cues and provide longer responses

LLaMA
Concise, friendly and efficient responses, 
conversational, informal tone

Favors conciseness and offers limited depth in 
complex or creative contexts

BERT
Delivers objective, accurate and factual responses 
for tasks requiring clarity and precision often in a 
straightforward tone.

Limited rich, flowing and stylized or 
conversational text generation

https://bit.ly/mindsdb2024


LLMs may have personalities too… 
(or idiosyncrasies)

VibeCheck demonstrated that certain vibes are highly task-specific; for example, one model might perform 
better at summarization by consistently using structured intros and conclusions, while another excelled in 
problem-solving by explaining steps in detail.  The type of task may moderate the LLM’s tone, among others. 

From Dunlap et al. (2024)…



The Potential and Precarity 
Proposition of LLMs in Survey Research

“Just as the prisoners in Plato’s Cave Allegory observing shadows on a wall and 
believing them to represent reality, LLMs rely on “shadows” of human experiences 
described in cultural products [and texts].  

These shadows offer a limited view of the true nature of the phenomena they 
represent, because folk psychology captured in cultural products may not always 
reflect mechanisms governing human behavior – a limitation social scientists should 
[readily] acknowledge!

Despite these obstacles [and limitations], LLMs allow social scientists to break from 
traditional research methods and approach their work in innovative ways.”  

                 - Grossman and colleagues (p. 2, 2023)



Tracing the Use of LLMs through the 
Survey Research Process… SPOILER 

ALERT!

And other times…well they have 
the best intentions…BUT…

Sometimes they work together nicely 
and can create things of beauty

Large 
Language 
Models, 

while 
advanced are 
still a lot like 
working with 

Toddlers…

All images created 
via prompting GPT 
40o Nov 2024



Concerns for using LLM’s in Survey Research…

 Bias in the training data – 
Most LLMs have been trained on data from the Internet and as such may not represent 
the views/comments/ideas of the non-internet population.

Dutwin and Buskirk (2023) describe how the non-internet population in the U.S. is distinctly 
different from the internet population on both political and demographic variables.
Hartman and colleagues (2023) provide evidence of ChatGPT’s pro-environmental and left-
libertarian orientation.
Santurkar and colleagues (2023) provide evidence of a lack of representation of opinions 
from older widowed women in LLM output among others.

Actual source of training data may also be unknown or undescribed.

Recency problem – 
the data on which LLMs have been trained has a cut-off date, which means that LLMs know 
nothing about the data points or information beyond that date.

Privacy, trust, and compliance issues – 
these result from the fact that LLMs are trained on publicly available data, which often 
contains sensitive or private information or copyrighted content.



Some additional considerations for LLMs…

 Dillion and colleagues (2023) comment that “researchers need human participants when 
they want to measure/observe human behavior like littering, gestures, reactions among 
others.”

Many important phenomena we may want to measure are best measured using observation of 
the behaviors rather than language.  

 In these cases we would expect LLMs may have limited utility in generating estimates, but may 
help create replicable observation protocols to maximize the accuracy of the observations.

 LLMs are better at approximating “average human judgements” than they are at 
capturing variation in those judgements (Santurkar et al., 2023).

 Different LLMs may not produce the same results, even when the same conditions are 
provided.

Santurkar and colleagues (2023) mention that:
GPT models tend to overrepresent the views of liberal, higher-income and highly educated people.  
Base LLMs that have not been fine tuned with human feedback (i.e. human-in-the-loop 
reinforcement learning) tend to be more aligned with moderate, lower-income and 
Protestant/Roman Catholic people.



LLMs Tug of War for Validity

LLMs

LLMs of the future will 
be trained on more 
diverse cultural content 
and as such will offer 
greater external validity 
when generating 
human-like responses 
to generalizable 
scenarios.  But their 
opaqueness limits their 
Internal Validity! 
(Grossman et al., 2023).

Micro, moderately 
sized LLMs developed 
for specific use cases 
using transparent and 
specialized training 
data will have more 
internal validity but 
these LLMs may have 
limited generalizability 
and reliability 
(Grossman et al., 
2023).



Let’s not 
throw the 
Baby out 
with the 
bathwater…

Image 
generated with 
ChatGPT 4o



New Ongoing Work!

 Recently colleagues Adam Eck, Florian Keusch and Leah von der Heyde and I 
have been conducting a systematic literature review to look at ways LLMs are 
being used within the Survey Research Process.  

 So far we are seeing clusters of research emerging around:
 LLMs within the survey research process itself
 Using humans/expert opinion to verify/evaluate LLMs in Education, Tourism, 
Healthcare and more
 Using Surveys to (a) understand use and perception of LLMs and (b) to create LLM 
usability scales 
 Using survey data as benchmarks for LLM evaluation on Opinion related tasks or to 
collect benchmark data from experts.

 This work will be presented in part at AAPOR 2025.



Some Possibilities for LLM’s in Survey Research

https://www.sciencedirect.com/science/article/pii/S2949719123000171 

Hypothesis/Idea Generation:
Generating ideas or research 
questions that would later be 
answered using survey 
questions is a fundamental use 
case for LLMs.

https://www.sciencedirect.com/science/article/pii/S2949719123000171


Identifying the Potential for LLM’s 
in Survey Research…

 Jansen and colleagues (2023) provide several broad areas where LLM’s have 
strong potential for improving the survey research process including:

Participant Generation/Recruitment:
Simulating diverse human personalities for behavioral research (i.e. “silicon” samples).
Addressing challenges in recruiting participants from hard-to-reach groups.

Argyle and colleagues (2023): 
Introduced the concept of 
“silicon samples” and criteria for 
assessing “algorithmic fidelity” 
for LLMs and report nuanced 
similarities between human and 
AI generated responses.

https://bit.ly/ArgyleEtAl2023 

https://bit.ly/ArgyleEtAl2023


LLMs for Survey Responses: 
Silicon or Synthetic Samples

Bisbee and colleagues (2023) report contrary 
findings that suggest that silicon samples 
generate responses that are far less variable 
compared to actual survey respondents’ 
responses.  They also remark that results can 
be highly dependent on prompt and LLM 
version being used.

Sun and colleagues (2023): Improved upon 
the concept of silicon samples by introducing 
so called “random silicon sampling” and 
showed it performed as well or better than 
silicon sampling for many tasks.

https://bit.ly/BisbeeEtAl2024 

https://arxiv.org/pdf/2402.18144 

https://bit.ly/BisbeeEtAl2024
https://arxiv.org/pdf/2402.18144


Using LLMs to generate Survey Responses…

Vox Populi, Vox AI? Using Language 
Models to Estimate German Public Opinion
Leah von der Heyde, Anna-Carolina 
Haensch, Alexander Wenz (2023)
https://arxiv.org/abs/2407.08563 

Virtual Personas for Language Models via an Anthology of Backstories 
Suhong Moon , Marwa Abdulhai , Minwoo Kang , Joseph Suh , Widyadewi Soedarmadji, 
Eran Kohen Behar, David M. Chan (2024)   https://arxiv.org/pdf/2407.06576 

Donald Trump’s in the Virtual 
Polls: Simulating and Predicting 
Public Opinions in Surveys Using 
Large Language Models∗ 
Shapeng Jiang , Lijia Wei , and 
Chen Zhang (2023)
https://arxiv.org/pdf/2411.01582 

Do LLMs Exhibit Human-like Response Biases? A Case 
Study in Survey Design
Lindia Tjuatja, Valerie Chen, Tongshuang Wu, Ameet 
Talwalkwar, Graham Neubig (2024) https://bit.ly/3YVe9SM 

https://arxiv.org/abs/2407.08563
https://arxiv.org/pdf/2407.06576
https://arxiv.org/pdf/2411.01582
https://bit.ly/3YVe9SM


Synthetic Responses Generated from GPTs: 
Social Desirability Bias?!

 Will synthetic respondents exhibit some of the same response issues as 
humans including social desirability response (SDR) biases or primacy or 
recency effects, among others.

Researchers assigned GPT-4 personas from four 
societies using data from the 2022 Gallup World Poll 
and prompted it with and without a commitment 
statement designed to induce SDR bias. 

Lee and colleagues (2024) 
investigated whether large 
language models (LLMs), 
specifically GPT-4, exhibit 
social desirability response 
(SDR) bias — a tendency to 
provide answers that are 
viewed favorably by others.

“It is important to us that participants in our survey 
pay close attention to the materials. Are you willing to 
carefully read the materials and answer all of the 
questions to the best of your ability?”



Synthetic Responses Generated from 
GPTs: Social Desirability Bias?!

 Findings were split: 
 

 

the commitment statement increased SDR index 
scores, indicating the presence of SDR bias. 

However, it reduced civic engagement 
scores, suggesting a complex interaction 
between SDR bias and specific survey topics.

Image Attribution: https://arxiv.org/html/2410.15442v1 

https://arxiv.org/html/2410.15442v1


Identifying the Potential for LLM’s 
in Survey Research…

 Jansen and colleagues (2023) provide several broad areas where LLM’s have 
strong potential for improving the survey research process including:

Data Quality and Processing Enhancements:
Improving data quality through coding consistent and scalable responses. 
• Link and Bertoni (2024) – compare different LLMs for assigning sentiment values to open-ended 

survey responses from a national survey panel.
• Lerner et al. (2024) – Using LLMs to ask better open-ended questions that produce text that is more 

optimal for LLM coding.

Detecting and managing inconsistencies in collected survey data.
• Nesho and colleagues (2024) demonstrate how LLMs can be fine tuned to improve detection of 

fraudulent open-ended survey responses.

 Soliciting additional information within the survey session
• Geisen (2024) illustrate how personalized prompts generated using AI engines could be used to 

gather clarifying comments to AI-identified vague open-ended responses from a national survey of 
adults.



Study Comparing Coding Quality of Tweets

Task: Code political party of the poster 
for a sample of 500 Tweets posted by 
political candidates running for office 
(Törnberg, 2023).

Groups:  
1. MTurk Qualified workers
2. ChatGPT-4 (.2 and 1)
3. Two-political science experts

Replications:  
1. Each tweet was coded by 10 MTurkers. 
2. Each tweet was coded by ChatGPT-4 5 
times per temperature level.

Evaluation:  
Scores were compared to the actual 
party of the candidate in the election.

Accuracy 
for Experts

Accuracy for 
MTurkers

Accuracy for 
ChatGPTs

Image Attribution: Törnberg (2023, p.3) : https://arxiv.org/abs/2304.06588 

https://arxiv.org/abs/2304.06588


Another Corroborating Coding Study

 Gilardi and colleagues (2023) also find similar results to those previously 
reported in a study that compared the accuracy of MTurkers and 
ChatGPT 3.5 on different annotation tasks (relevance, stance, topics and 
frame detection) using a sample of Tweets and News Articles.

Authors found that across four different datasets ChatGPT zero-shot 
accuracy exceeded that of MTurkers for almost all tasks.

Intercoder agreement was higher for ChatGPT compared to either MTurkers 
or trained annotators for all tasks.

Cost per annotation for ChatGPT was $0.003, 30 times cheaper than MTurk.



Our recent ChatGPT Work

 The Task Is to Improve the Ask: An Experimental 
Approach to Developing Optimal Prompts for Crafting 
Survey Questions from Generative AI Tools

Trent Buskirk, Adam Eck and Jerry Timbrook

Experiment 1: 
Use of the keywords “survey” and 
“response options/answer choices”

Experiment 2: 
Complexity of the prompt to include 
requests for clarifications and parentheticals 
in the survey stem and responses.

Experiment 3: 
Controlling the reading level of survey 
items/response options output by LLMs.



Framework for the anatomy of a ChatGPT Prompt: 
The Prompt Sandwich Cookie (PSC)

Top Layer

Middle Layer

Bottom Layer

Top Layer includes context specific statements 
that Prepare or orient CHAT GPT about the 

forthcoming request

Middle layer Specifies a request that provides 
ChatGPT with your ASK – what is it exactly that 

you want CHAT GPT to produce/do?

Bottom Layer Characterizes the request you made 
to help set up, guide or qualify the formatting, 

content and other aspects of the CHAT GPT output.



Example of a Prompt Sandwich Cookie (PSC)

I would like to understand how registered voter adults 
plan to vote in an upcoming election.

Create two survey questions asking voters who they 
plan to vote for in the election and why.

Allow the respondents to enter their own candidate 
names and make sure the questions are 

understandable by a general audience who is at least 
14 years old.

Preparation

Specification/Ask/Request

Characterization



In First Person?!

χ2 2 = 81.61;
𝑝𝑝 − 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 < 0.001

We saw significant 
differences in 

percentage of first 
person questions 
generated using 

“Response options” 
compared to either 

“Answer choices” or 
nothing.

Guideline 4.2: “Make sure the question applies 
to the respondent.”  Dillman et al. (2014)
Metric: Was question posed in first person or 
not?



Data and Coding: Question Posed in 1st Person

I want to  ask adults  about the relationship they have with an important 
mother figure in their life.  Provide one such question with answer choices. 

How would you describe your current relationship with your important 
mother figure?

What are the different options available for adults to obtain health 
insurance coverage, especially for those who are self-employed or do 
not receive insurance benefits through their employers?

I want to know about how adults get their health insurance.   Provide one 
such question.



One Question At a Time

F(2,594) = 34.42;
𝑝𝑝 − 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 < 0.001

Guideline 4.3: “Ask one question at a time.”  
Dillman et al. (2014)
Metric: Was a single question posed?

F(2,594) = 0.503;
𝑝𝑝 − 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 = 0.605

The interaction between 
Survey and Response on the 

likelihood a query posed a 
single question was significant 

(F(2,594)=12.795; p-
value<0.001) in a GLMM with 

Topic as a random effect.

Grouping queries by Topic 
explained about 30% in 
observed variability in 

posing only one question.

Survey and Response 
explained about 36% of 

the observed variability.



Data and Coding: Ask one question at a time.

I want to know about how much money adults earn in a year.  Provide 
one such question with response options.

What is the approximate median annual income for adults in the United 
States as of 2021?

During the COVID-19 pandemic, did you experience any changes in your 
non-alcoholic drug use, such as prescription medications, over-the-
counter drugs, or recreational substances (e.g., cannabis, opioids, 
stimulants)? If so, please briefly describe the nature of these changes 
and any factors that influenced them.

I want to learn about how the COVID-19 pandemic affected non-alcoholic 
drug use among adults.   Provide one such survey question.



LLMs for Revamping Survey Scales?  
Think Multiverse meets Survey Scales

In their article "Keeping Users Engaged 
During Repeated Administration of the 
Same Questionnaire: Using Large Language 
Models to Reliably Diversify Questions" Yun 
and colleagues (2024) explored the 
application of Large Language Models 
(LLMs) to generate varied versions of 
standardized questionnaires. 

Their approach aimed to leverage LLMs to 
mitigate respondent fatigue and maintain 
data quality in longitudinal studies.

https://arxiv.org/pdf/2311.12707 

https://arxiv.org/pdf/2311.12707


LLMs for Revamping Survey Scales?
Yun and colleagues (2024) introduce a 

framework that leverages LLMs, 
meticulous prompting and Human 

Experts to generate alternate versions 
of the 8 scale items in the PROMIS® 

depression scale.

Results of their experiment with three 
groups: Original Scale, LLM Generated 
Scale Variants LLM Variants+Commentary 
revealed:
• Acceptable levels of convergent validity of LLM 

items with original items and slightly lower but 
reasonable internal consistency;

• Both LLM groups had higher compliance with 
respondent interactions with the data collection 
system; 

• LLM based commentary was viewed as artificial 
and possibly distracting from data collection. Image Attribution: https://arxiv.org/pdf/2311.12707, P. 1 

https://arxiv.org/pdf/2311.12707


LLMs as Interviewers?

https://arxiv.org/pdf/2410.01824 

Wuttke and colleagues (2024) recently 
investigated whether LLMs can 
effectively replace human interviewers 
to conduct scalable conversational 
interviews thereby balancing depth 
and scalability.

Human 
Interviewers: 

Humans 
administered 

same core 
questionnaire.

AI Interviewers: Utilized 
LLMs to conduct 

interviews based on 
predefined 

questionnaires covering 
political topics.

Of all violations in interviewer behavior AI had 
a majority of the “ask follow-ups” and “don’t 
be judgy”  fails.  Compared to text input, AI 

interviews may be longer but less elaborate.

Of all violations in interviewer behavior Humans 
had a majority of “active listening” fails.

https://arxiv.org/pdf/2410.01824


Can You Count on LLMs to Count? 
They are after all Language Models

 Just because LLMs can predict text and craft coherent textual responses to 
prompts it doesn’t necessarily mean they are good at arithmetic, counting or 
other similar tasks!

They found that the accuracy in arithmetic 
operations decreases as the number of 
digits in the operations increases.  

They also found that as the length of the inputs 
increased, counts were based more on estimations – 
inputs with 50-69 letters were estimated as 50 
letters in 66% of their tests and the average absolute 
error could range from between 9 and 13 letters.

Cheng and Yu (2023) studied the 
mathematical and logical capabilities 
of ChatGPT 3.5.

Olson and Buskirk (2024) investigated whether 
multiple chatbots could compute reading level 
metrics for a corpus of survey questions.

We found two main 
sources of error – (1) 
related to 
miscalculations of 
inputs to readability 
metrics (i.e. 
polysyllabic words) 
and (2) 
misinterpretation of 
components to use in 
the computations.



It’s a two-way street: Some possible ways 
Survey Research might improve LLM’s…

Survey Research could enhance future large language models including:
Survey research can provide valuable insights into potential biases in representation and 
language patterns present in human-generated data used to train LLMs (Jansen and 
colleagues, 2023).

 Kern, Schenk and Buskirk (2024, 2025): Population-based representation metrics applied to 
training data as predictors of fairness/bias 

Survey Researchers can leverage results in their work to evaluate possible biases in LLM 
outputs and can package results from large population-based surveys to serve as 
benchmark data sets for measuring possible biases in LLM output on various topics.

 Chakravarthi et al. (2023) – abusive language/comment detection among internet data
 Diaz et al. (2018) – age related biases in sentiment analysis.
 Zhou and colleagues (2022) – Creating benchmark datasets for social bias identification
 Santurkar and colleagues (2023) Creating a benchmark dataset for measuring alignment 
between LLM output and over 60 demographic subgroups. 



It’s a two-way street: Some possible ways 
Survey Research might improve LLM’s…

 Survey Researchers are MASTERs at asking questions of humans.

 Prompting is the method humans use to ask questions of LLMs.  And LLMs also 
could be designed to ask questions of humans (i.e. true chatbot style).

 Could Survey researchers bring our history of good question asking science to 
bear in the development of better prompting for LLMs?  

Prompting is the new Human Computer Interaction of this era…

 The generative capabilities of language models are highly sensitive to the 
input prompts (Sun et al., 2023) , especially in the context of survey question 
responses and can be sensitive to the order of questions like humans (Kalinin, 
2023).  

Survey Researchers understand order effects and could lead the way in designing 
studies that look at how order effects in humans translate to LLMs which are 
supposed to reflect human language.



Going forward from here…

 In her recent book You Look Like a Thing and I Love You, Shane (2019) 
remarks that:

“the inner workings of AI algorithms are often so 
strange and tangled that looking at an AI’s output 
can be one of the only tools we have for discovering 
what it understood and what it got terribly wrong.”

As we adapt to yet another advance in technology, we should 
think about ways that we can leverage LLMs thoughtfully and 
we should experiment liberally with it to understand how to 
adapt our best practices accordingly.

While the jury is still out on how we adopt and adapt to these LLM BOTS 
within our field I am glad this talk gave us a chance to begin the CHAT!  



THANK YOU!!

 Questions, Collaborations??
 tbuskirk@odu.edu
@trentbuskirk
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