Census Bureau Standard: Pretesting Questionnaires and Related Materials for Surveys and Censuses

Introduction

The Census Bureau’s Methodology and Standards Council sets statistical standards for the Census Bureau’s surveys and censuses. This responsibility encompasses setting standards for the pretesting of Census Bureau questionnaires and related materials. The standards set forth here are based on a document entitled “Pretesting Policy and Options: Demographic Surveys at the Census Bureau.” While that document pertains only to the demographic area, the standards set here apply to all areas of the Census Bureau and will supersede the existing document.

By requiring pretesting of new and revised questions, the Census Bureau aims to improve the quality of the data collected in its demographic and economic censuses and surveys. The pretesting required by the standards will further the Census Bureau’s ability to provide high-quality data for its sponsors and data users.

Scope

These pretesting standards apply to instruments and materials implemented using paper or automated methods for all surveys and censuses conducted within all program areas of the Census Bureau, including those sponsored by other federal agencies. They apply to pilot tests of new or redesigned forms, methods panels associated with the redesign of a specific survey, and the decennial census testing and evaluation program (site and national tests). Mandatory administrative forms, such as the Shipper’s Export Declaration, are not covered by these standards.

Standards

This document sets forth four standards: a minimal standard required for all demographic and economic censuses and surveys, and three recommended standards pertaining to specific situations in which consequences of lapses in data quality are especially high.

Minimal Standard

When an internal or external sponsor proposes to ask questions which have not been included in previous Census Bureau surveys, or to modify questions which have been previously asked, the Census Bureau’s minimal testing standard applies. A questionnaire pretest to test and refine questions is required before they are put into production. Sponsors may contract with an independent organization to conduct the required testing, may conduct their own pretesting if they have the capability, may procure Census Bureau services, or may submit evidence from existing research showing that the questions meet the minimal standard.

The minimal standard is that a census or survey questionnaire must “work.” This means that the questions (new or revised) can be administered properly by interviewers (if relevant) and understood and answered by respondents, and do not adversely affect survey cooperation. Evidence that a question works may be based on results of its use in prior surveys, or on tests with respondents conducted by the Census Bureau or by other organizations. If there is insufficient evidence about how well a question performs, the question must be subjected to some form of questionnaire pretest. A description of the acceptable pretest methods is included in Attachment A.
When surveys are conducted using multiple modes of questionnaire administration, all questionnaire versions should work. When meaningful changes are made to questions to accommodate mode differences (e.g., changes to the presentation of question format to reflect mode-specific functional constraints or advantages), each version must be tested to ensure consistent interpretation of question purpose across modes, despite structural format or presentation differences. As long as the proposed wording of each version is tested, duplication of the mode (e.g., paper vs. CATI or CAPI) is not required, although it may be advisable.

This minimal standard also applies to non-English language census and survey forms. That is, questionnaires and guides that will be administered in any language other than English must be pretested in the languages that will be used in the production survey or census. Therefore, to the extent feasible, evidence that a non-English language census or survey questionnaire “works” must be demonstrated either through its use in that language in prior surveys or tests conducted by the Census Bureau or by other organizations. This pretesting should follow the development of these instruments in accordance with the “Census Bureau Guidelines for the Translation of Survey Instruments and Supporting Materials From English into Non-English Languages.”

Examples of circumstances that would invoke the minimal standard include:

- if a sponsor proposes to ask questions that have not been asked in previous Census Bureau surveys, or to modify questions that have been asked previously;
- if review of nonresponse rates, measures of reliability and validity, or other evidence (e.g., benchmarking) indicates that the data are of poor quality;
- if subject-matter experts decide that the content of a survey is outdated and revisions are required to address issues of validity or relevance;
- if policy or program changes require new surveys, new questions, or other changes to the data collection instrument, including the addition of new data collection technology;
- if legislative changes mandate new surveys, new questions, or other changes to the data collection instrument.

If the necessary tests are not conducted, or if sufficient evidence from existing research is not presented, the Census Bureau will not include the questions in the survey. If the tests are conducted and the results show that a question performs poorly or adversely affects responses to other survey questions or survey response rates, the Census Bureau will not use the survey question without modifying and testing it further.

**Recommended Standards**

These standards are not required for all data collections, but are recommended for surveys and censuses in which special circumstances apply. In these cases, being held to standards higher than the minimal standard may be warranted. The Census Bureau plans to phase in these standards as required at some point in the future.

**Recommended Standard With Important Policy Implications:** This standard is recommended when changes in questions or modes of data collection are made to surveys and censuses for which the data have important policy uses.
It is recommended that additional questionnaire testing be conducted when the data of interest are key economic and socio-economic indicators (a list of these is included in Attachment B). Changes in survey procedures, including the questions asked, may affect the continuity of time series data. Seemingly minor changes in question wording or sequence sometimes can affect survey responses in important and unexpected ways. Similarly, any systematic change in the survey process (such as mode of interviewing, sample design, edit routines, or field procedures) can also result in a change in survey estimates.

When a key economic or socio-economic indicator may be affected by a questionnaire or procedural change, the Census Bureau recommends that an experimental field test be conducted to evaluate the effects of the proposed changes on survey estimates. The Census Bureau’s statistical experts can recommend designs for implementing changes in survey questions and procedures in such a way that effects on time series are minimized, and/or can be statistically estimated.

**Recommended Standard for Supplemental Instruments and Materials:** These standards are recommended for surveys and censuses in which data collection instruments and activities have a high profile and the impact of procedural failures would be large.

- Because the wording of supplemental materials is important to response rates, it is recommended that other survey materials (for example, advance letters, reminder postcards, supplemental instruction sheets, letters with replacement questionnaires) either be pretested or based on prototypes/boiler plate language that has been pretested.

- It is recommended that data collection instruments for pre-census operations that involve contact with respondents be pretested. This includes, but is not limited to, automated mapping and listing, permanent address listing, block canvassing, group quarters frame development, and Local Update of Census Addresses (LUCA).

- When the physical or structural features of a self-administered form are tested (for example, questionnaire folding pattern, number of person spaces included on the form, size of the pages in the form), testing with an actual, mock, or prototype mailing package, including questionnaire, envelope, and any supplementary materials, is recommended. This is because slight changes between the tested pieces and the production pieces may affect the comparability of the results. All pieces in the pre-test mailing package should be the same size and color as those proposed for mailout.

**Recommended Standard for Electronic Self-Administered Questionnaires:** This standard is recommended for electronic questionnaires, to test the performance of the entire programming operation rather than just the form itself.

It is recommended that the interface for electronic self-administered questionnaires (sometimes known as CSAQs) be pretested, including log-in or access mechanisms, navigation interfaces, automated edit functions, help screens, and submission procedures. In program areas that have tested and adopted a style guide for electronic instruments, interfaces designed according to style guide criteria need not be pretested. However, it is recommended that proposed changes to, or deviations from, the style guide be pretested.
Responsibilities

Program areas will be responsible for the following:

• development of project schedules that allow adequate time for adhering to these standards;
• preparation of the appropriate information or materials based on these standards;
• consultation with survey methodologists to develop the prescribed course of action;
• conducting pretesting activities when appropriate expertise is available internally; and
• ensuring the proper use of the standards.

Methodological research areas in SRD and ESMPD will be responsible for the following:

• review of all pretesting activities that are conducted within the program areas;
• consultation, expert reviews, and conduct of pretesting activities when expertise is not available within the program area; and
• documenting, archiving, and making available the results of pretesting activities.

The Methodology and Standards Council will be responsible for the following:

• the initiation of periodic evaluations, reviews, and updates to the standards, as necessary; and
• guidance to program areas in the application of the standards.

Implementation

Implementation of these standards depends on the availability of resources. Implementation should be phased in to allow for attention to staffing and funding issues involved in complying with these standards.

Surveys With Existing OMB Clearance Approval. All surveys will be grandfathered in until the expiration of the OMB clearance effective at the issue date of this standard. That is, any changes made before the expiration of the current clearance are not subject to this standard.

Surveys Seeking OMB Clearance Approval. Any changes made in these surveys need to be pretested unless the next clearance process comes up less than 12 months from the issue date of this standard. After the expiration of the current clearance, no testing is necessary if no changes are made to the survey.

Exceptions. If there are situations in which these standards cannot be met, the situation should be brought to the attention of the Methodology and Standards Council so that a reasonable alternative can be developed.

Inquiries

Inquiries relating to interpretation of this standard should be addressed to the Census Bureau’s Methodology and Standards Council.
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Questionnaire Testing and Evaluation Methods for Censuses and Surveys

Pretesting is critical for identifying problems for both respondents and interviewers with regard to question content, order/context effects, skip instructions, and formatting. Problems with question content, for example, include confusion with the overall meaning of the question as well as misinterpretation of individual terms or concepts. Problems with skip instructions may result in missing data and frustration by interviewers and/or respondents. Formatting concerns are relevant to self-administered questionnaires and may lead to confusion, as well as loss of information.

Pretesting is a broad term that incorporates many different methods or combinations of methods. This document briefly describes several techniques that can be used to test and evaluate questionnaires. This enumeration and description of potential pretesting and evaluation methods is meant to be exhaustive. These techniques have different strengths and weaknesses that make them valuable for identifying problems with draft questionnaires, and are useful at different stages of questionnaire/instrument development. Typically the use of multiple pretesting methods is more effective than use of a single method in identifying problem questions and suggesting solutions.

How these methods are used individually or in conjunction with one another determines their suitability to meet the Pretesting Standards. The intent of the standards is that some kind of testing of the questionnaire with respondents is required. Some methods enumerated here are not sufficient by themselves to satisfy this intent, and these will be identified in their descriptions. Other methods may meet the Pretesting Standards by themselves only when a draft questionnaire or instrument is used and when actual survey respondents are the subjects of the test. Nevertheless, the selection of pretesting methods and their application should be determined by their appropriateness to the problem at hand, resources permitting, rather than chosen solely to meet these criteria.

We divide the techniques into two major categories—pre-field and field techniques. Pre-field techniques generally are those used during the preliminary stages of questionnaire development. They include respondent focus groups, exploratory/feasibility company/site visits (for economic surveys), cognitive interviews, usability techniques, and expert reviews. Field techniques are those used to evaluate questionnaires tested under field conditions, in conjunction with a field test, or they may be used in conjunction with production data collection, particularly for ongoing or recurring surveys. These include behavior coding of interviewer/respondent interactions, interviewer debriefings, analysts’ feedback, respondent debriefings, split sample tests, and analysis of item nonresponse rates, imputation rates, edit failures, or response distributions.

PRE-FIELD TECHNIQUES

---


2 The only exception is expert review, which is allowed only under extreme time pressure.
**Respondent Focus Groups**, as noted above, are used early in the questionnaire development cycle and can be used in a variety of ways to assess the question-answering process.

They can be used to gather information about a topic before questionnaire construction begins. Objectives of focus groups used in this way range from learning how potential respondents structure their thoughts about a topic, to their understanding of general concepts or specific terminology, to their opinions about the sensitivity or difficulty of the questions.

Focus groups also can be used to quickly identify variations in language or terminology or interpretation of questions and response options. Used in this way, they may provide quicker access to a larger number of people than is possible with cognitive interviews.

One of the main advantages of focus groups is the opportunity to observe a large amount of interaction on a topic in a limited period of time. The interaction is of central importance – the focus group provides a means for group interaction to produce information and insights that may be less accessible without the interaction found in a group. However, the focus group, because of the group interaction, does not permit a good test of the "natural" response process, nor does the researcher have as much control over the process as would be true with either cognitive interviews or interviewer-administered questionnaires. One or two people in the group may dominate the discussion and restrict the input from other group members.

Used as described above, the focus group technique does not meet the minimal pretest standard, since it does not expose respondents to a questionnaire. However, another use of focus groups for self-administered questionnaires involves group administration of the instrument followed by a discussion of the experience. This provides information about the appearance and formatting of the questionnaire in addition to knowledge of content problems, and is sufficient to meet the minimal standard.

**Exploratory or Feasibility Studies** are another common method for specifying survey content relative to concepts. In economic surveys, these studies often take the form of *company or site visits*, which is what economic survey practitioners typically call them.

Because economic surveys rely heavily on business or institutional records, the primary goal of these company or site visits is to determine the availability of the desired data in records and their periodicity, and the definition of the concept as used in company records. Other goals include assessment of response burden and quality, as well as identification of the appropriate respondent.

There tends to be a great deal of variation in the design of these company or site visits. Since they are exploratory in nature, the activity may continue until the economic survey or program staff understand the concepts sufficiently from the respondents’ point of view, resources permitting of course. Purposive or convenience samples are selected that likely target key data providers. Sample sizes are small, perhaps as few as five and rarely more than thirty. Typically, several members of the survey or program staff, who may or may not include questionnaire design experts, conduct meetings with multiple company employees involved in government reporting. Information gained during these visits is beneficial in determining if the survey concepts are measurable, what the specific questions should be, how to organize or structure the questions related to the concept of interest, and identify to whom the form should be sent.

Exploratory or feasibility studies (company or site visits) may be multi-purpose. In addition to exploring data availability for the concept of interest, survey or program staff may also set up
reporting arrangements and review operating units to ensure correct coverage. A common by-product of these visits is to solidify relationships between the companies and the survey or program staff. Since these visits are conducted prior to the development of the questionnaire of interest, they do not meet the Pretest Standards.

Cognitive Interviews are used later in the questionnaire development cycle, after a questionnaire has been constructed based on focus groups, site visits, or other sources. They consist of one-on-one interviews using a draft questionnaire in which respondents describe their thoughts while answering the survey questions. These interviews provide an important means of finding out directly from respondents about their problems with the questionnaire. In addition, small numbers of interviews (as few as fifteen) can yield information about major problems as respondents repeatedly identify the same questions and concepts as sources of confusion. Use of this technique is sufficient to meet the minimal standard.

Because sample sizes are small, iterative pretesting of an instrument is often possible. After one round of interviews is complete, researchers can diagnose problems, revise question wording to solve the problems, and conduct additional interviews to see if the new questions are less problematic.

Cognitive interviews may or may not be conducted in a laboratory setting. The advantage of the laboratory is that it offers a controlled environment for conducting the interview, and provides the opportunity for video as well as audio recording. However, laboratory interviews may be impractical or unsuitable. For example, economic surveys rarely, if ever, conduct cognitive interviews in a laboratory setting. Rather, cognitive testing of economic surveys is usually conducted on-site at the offices or location of the business or institutional respondent. One reason for this approach is to enable business or institutional respondents’ access to records. Another is business respondents’ reluctance to meet outside their workplaces for these interviews.

In many economic surveys, which tend to be relatively lengthy, requiring labor-intensive data retrieval from records, testing may be limited to a subset of questions or sections rather than the entire questionnaire. Thus, researchers must be careful to set the proper context for the target questions.

“Think aloud” interviews, as this technique has come to be called, can be conducted either concurrently or retrospectively—that is, the respondents' verbalizations of their thought processes can occur either during or after the completion of the questionnaire. As the Census Bureau conducts them, cognitive interviews incorporate follow-up questions by the researcher in addition to the respondent's statement of his/her thoughts. Probing questions are used when the researcher wants to have the respondent focus on particular aspects of the question-response task. For example, the interviewer may ask how respondents chose among response choices, how they interpreted reference periods, or what a particular term meant. Paraphrasing (that is, asking the respondents to repeat the question in their own words) permits the researcher to learn whether the respondent understands the question and interprets it in the manner intended, and may reveal better wordings for questions.

In surveys of businesses or institutions, in which data retrieval often involves business records, probing and paraphrasing techniques are often augmented by questions asking respondents to describe those records and their contents or to show the records to the researcher. Since data retrieval tends to be a labor-intensive process for business respondents frequently requiring the use of multiple sources or consultation with colleagues, it is often unrealistic for researchers to
observe the process during a cognitive interview. Instead, hypothetical probes are often used to identify the sources of data, discover respondents’ knowledge of and access to records, recreate likely steps taken to retrieve data from records or to request information from colleagues, and suggest possible estimation strategies.

**Usability Techniques** are used to aid development of automated questionnaires. Objectives are to discover and eliminate barriers that keep respondents from completing the automated questionnaire accurately and efficiently, with minimal burden. Aspects that deserve attention during testing include the language, fonts, icons, layout, organization, and interaction features, such as data entry, error recovery, and navigation. Typically, the focus is on instrument performance in addition to how respondents interpret survey questions. Problems identified during testing can then be eliminated before the instrument is finalized.

As with paper questionnaires, there are different usability techniques available depending upon the stage of development. One common technique is called the usability test. These tests are similar to cognitive interviews—that is, one-on-one interviews that elicit information about respondents’ thought process. Respondents are given a task, such as “Complete the questionnaire,” or smaller subtasks, such as “Send your data to the Census Bureau.” The think aloud, probing and paraphrasing techniques are all used as respondents complete their assigned tasks. Early in the design phase, usability testing with respondents can be done using low fidelity questionnaire prototypes (i.e., mocked-up paper screens). As the design progresses, versions of the automated questionnaire can be tested to choose or evaluate basic navigation features, error correction strategies, etc. Usability tests meet the recommended standard for electronic self-administered questionnaires, but need to be combined with more questionnaire-centered cognitive interviews to meet the minimal standard.

Disability accommodation testing is a form of usability testing which evaluates the ability of a disabled user to access the questionnaire through different assisted technologies such as a screen reader. Expert reviews (see below) are also part of the repertoire of usability techniques.

Research has shown that as few as 3 participants can uncover half of the major usability problems; 4 to 5 participants can uncover 80 percent of the problems; and 10 participants can uncover 90 percent of the problems (Dumas and Redish, 1999).

**Methodological Expert Reviews**, which are conducted by survey methodologists or questionnaire design experts rather than subject-matter experts, have as their objective the evaluation of the questionnaire for potential interviewer and respondent task difficulty. The means for achieving that objective is to draw on the expertise of seasoned survey researchers who have extensive exposure to either the theoretical or practical aspects of questionnaire design. Usually these reviews are conducted early in the questionnaire development process and in concert with other pretest methods.

---

The cognitive appraisal coding system (Forsyth and Lessler, 1991) is a tool providing a more systematic approach to the methodological expert review process. This tool may be used effectively by questionnaire design experts who understand the link between the cognitive response process and potential measurement. Or it may also be used by novice staff or subject-area staff, as a guide for what to look for in their reviews of questionnaires. Like methodological expert reviews, results are used to identify questions that have potential for reporting errors.

Methodological expert reviews also can be conducted as part of a usability evaluation. Typically this review is done with an automated version of the questionnaire, although it need not be fully functional. Experts evaluate the questionnaire for consistency and application of user-centered principles of user-control, error prevention and recovery, and ease of navigation, training, and recall.

Both the methodological expert review and the cognitive appraisal coding system are efficient methods for identifying potential questionnaire problems. However, because there is no input directly from respondents when using these techniques, these are considered last resort methods for meeting the minimal standard. Their use by themselves is sufficient to meet the minimal standard ONLY when extreme time constraints prevent the use of other pretesting methods. In such instances, they must be conducted by survey methodology experts and the results must be documented in a written report. This decision is made by subject-matter areas in consultation with methodological research areas in SRD and ESMPD.

FIELD TECHNIQUES

Field techniques may be used with pretests or pilot tests of questionnaires or instruments and survey processes. They may also be associated with ongoing periodic (or recurring) surveys. The value of testing draft questionnaires with potential survey respondents cannot be overstated, even if it simply involves observation and evaluation by questionnaire developers. However, use of some of the following pretest methods maximizes the benefit that can be gained from field testing.

**Behavior Coding of Respondent/Interviewer Interactions** involves systematic coding of the interaction between interviewers and respondents from live or taped field or telephone interviews to collect quantitative information. The focus here is on specific aspects of how the interviewer asks the question and how the respondent reacts. When used for questionnaire assessment, the behaviors that are coded focus on behaviors indicative of a problem with either the question, the response categories, or the respondent's ability to form an adequate response. For example, if a respondent asks for clarification after hearing the question, it is likely that some aspect of the question caused confusion. Likewise, if a respondent interrupts the question before the interviewer finishes reading it, then the respondent misses information that might be important to giving a correct answer. For interviewer-administered economic surveys, the coding scheme may need to be modified from traditional household applications, because interviewers for establishment surveys tend to be allowed greater flexibility. Use of this method is sufficient to meet the minimal standard.

---

In contrast to the pre-field techniques described earlier, the use of behavior coding requires a sample size sufficient to address analytic requirements. For example, if the questionnaire contains many skip patterns, it is necessary to select a large enough sample to permit observation of various paths through the questionnaire. In addition, the determination of sample sizes for behavior coding should take into account the relevant population groups for which separate analysis is desirable.

The value of behavior coding is that, since it evaluates all questions on the questionnaire, it allows systematic detection of questions that have large numbers of behaviors that reflect problems. However, it is not usually designed to provide answers about the source of the problems. It also may not distinguish which of several similar versions of a question is better. And finally, behavior coding does not always provide an accurate diagnosis of problems. It can only detect problems that are manifest in interviewer or respondent behavior. Some important problems, such as respondent misinterpretations, are largely hidden because both respondents and interviewers tend to be unaware of them. Behavior coding is not well-suited for identifying such problems.

**Respondent Debriefing** involves using a structured questionnaire following data collection to elicit information about respondents' interpretations of survey questions. This may be done by incorporating structured follow-up questions at the end of a field test interview, or it may require re-contacting the respondent following return of a completed self-administered questionnaire. In economic surveys, respondent debriefings sometimes are called “response analysis surveys (RAS)” or “content evaluations.” Although usually interviewer-administered, the mode for respondent debriefings may be self-administered. Some Census Bureau economic surveys have conducted respondent debriefings by formulating them as self-administered questionnaires and enclosing them with survey forms during pilot tests or production data collections. Use of this method is sufficient to meet the minimal standard.

Sample sizes and designs for respondent debriefings vary. Sample sizes may be as small as 20 or as large as several hundred. Designs may be either random or purposive, such as conducting debriefings with respondents that exhibited higher error rates or errors on critical items. Since the debriefing instrument is structured, empirical summaries of results may be generated.

When used for testing purposes, the primary objective of respondent debriefing is to determine whether concepts and questions are understood by respondents in the same way that the survey designers intend. Sufficient information is obtained to evaluate the extent to which reported data are consistent with survey definitions. For instance, respondents may be asked whether they included or excluded particular items in their answers, per definitions. In economic surveys, use of records and/or estimation strategies may also be queried. In addition, respondent debriefings can be useful in determining the reason for respondent misunderstandings. Sometimes results of respondent debriefing show that a question is superfluous and can be eliminated from the final questionnaire. Conversely, it may be discovered that additional questions need to be included in the final questionnaire to better operationalize the concept of interest. Finally, the data may show that concepts or questions cause confusion or misunderstanding as far as the intended meaning is concerned.

A critical aspect of a successful respondent debriefing is that question designers and researchers must have a clear idea of potential problems so that good debriefing questions can be developed. Ideas about potential problems can come from pre-field techniques (e.g., cognitive interviews) conducted prior to the field test, from analysis of data from a previous survey, from careful review of questionnaires, or from observation of earlier interviews.
Respondent debriefings have the potential to supplement the information obtained from behavior coding. As noted above, behavior coding demonstrates the existence of problems but does not always indicate the source of the problem. When designed properly, the results of respondent debriefing can provide information about the sources. In addition, respondent debriefing may reveal problems not evident from the response behavior.

**Interviewer Debriefing** has traditionally been the primary method used to evaluate field or pilot tests of interviewer-administered surveys. It also may be used following production data collection prior to redesigning an ongoing periodic or recurring survey. Interviewer debriefing consists of group discussions and/or structured questionnaires with the interviewers who conducted the test to obtain their views of questionnaire problems. The objective is to use the interviewers' direct contact with respondents to enrich the questionnaire designer's understanding of questionnaire problems. While it is a useful evaluation component, it is not sufficient as an evaluation method and does not meet the minimal pretest standards. Interviewers may not always be accurate reporters of certain types of questionnaire problems for several reasons. When interviewers report a problem, we do not know whether it was troublesome for one respondent or for many. Interviewers' reports of problem questions may reflect their own preference for a question rather than respondent confusion. Also, experienced interviewers sometimes change the wording of problem questions as a matter of course to make them work, and may not even realize they have done so.

Interviewer debriefings can be conducted in several different ways: in a group setting, through rating forms, or through standardized questionnaires. **Group setting debriefings** are the most common method. They essentially involve conducting a focus group with the field test interviewers to learn about their experiences in administering the questionnaire. **Rating forms** obtain more quantitative information by asking interviewers to rate each question in the pretest questionnaire on selected characteristics of interest to the researchers (e.g., whether the interviewer had trouble reading the question as written, whether the respondent understood the words or ideas in the question). **Standardized interviewer debriefing questionnaires** collect information about the interviewers' perceptions of the problem, prevalence of a problem, reasons for the problem, and proposed solutions to a problem. They can also be used to ask about the magnitude of specific kinds of problems to test the interviewers' knowledge of subject-matter concepts.

**Analysts' Feedback** is a method of learning about problems with a questionnaire specific to the economic area. Since at the Census Bureau most economic surveys are self-administered, survey or program staff analysts in the individual subject areas, rather than interviewers, often have contact with respondents. Feedback from analysts about their interactions with respondents may serve as an informal or semi-formal evaluation of the questionnaire and the data collected. These interactions include “Help Desk” phone inquiries from respondents, as well as follow-up phone calls to respondents by analysts investigating suspicious data flagged by edit failures. This information is more useful when analysts systematically record feedback from respondents in a log. This enables qualitative evaluation of the relative severity of questionnaire problems, because strictly anecdotal feedback may sometimes be overstated.

Another way of gathering feedback is for questionnaire design experts to conduct focus groups with analysts who review data and resolve edit failures to identify potential candidate questions for redesign and/or evaluation by other methods. Regardless of how respondent feedback is captured, it is typically conveyed by analysts early in the questionnaire development cycle for recurring surveys for the purpose of indicating problematic questions. However, while collecting
feedback from analysts is a useful evaluation component, it does not meet the minimal pretesting standard.

**Split Panel Tests** refer to controlled experimental testing of questionnaire variants or data collection modes to determine which one is "better" or to measure differences between them. Split panel experiments may be conducted within a field or pilot test, or they may be embedded within production data collection for an ongoing periodic or recurring survey. For pretesting draft versions of a questionnaire, the search for the "better" questionnaire requires that an a priori standard be determined by which the different versions can be judged.

Split panel tests can incorporate in a single question a set of questions or an entire questionnaire. It is important to provide for adequate sample sizes in designing a split sample test so that differences of substantive interest can be measured. In addition, it is imperative that these tests involve the use of randomized assignment within replicate sample designs so that differences can be attributed to the question or questionnaire and not to the effects of incomparable samples. Split panel testing is sufficient to meet both the minimal standard and the recommended standard for data with important policy implications.

Another use of the split panel test is to calibrate the effect of changing questions. Although split panel tests are expensive, they are extremely valuable in the redesign and testing of surveys for which the comparability of the data collected over time is an issue. They provide an all-important measure of the extent to which changes in major survey redesigns are due to changes in the survey instrument, interview mode, etc., as opposed to changes over time in the subject-matter of interest.

Comparing response distributions in split panel tests produces measures of differences but does not necessarily reveal whether one version of a question produces a better understanding of what is being asked than another. Other question evaluation methods, such as respondent debriefings, interviewer debriefings, and behavior coding, are useful to evaluate and interpret the differences observed in split panel tests.

**Analysis of Item Nonresponse Rates, Imputation Rates, Edit Failures, or Response Distributions** from the collected data can provide useful information about how well the questionnaire works. In household surveys, examination of item nonresponse rates can be informative in two ways. First, "don't know" rates can determine the extent to which a task is too difficult for respondents to do. Second, refusal rates can determine the extent to which respondents find certain questions or versions of a question to be more sensitive than others. In economic surveys item nonresponse may be interpreted to have various meanings, depending on the context of the survey. In some institutional surveys (e.g., hospitals, prisons, schools) where data are abstracted from individual person-level records, high item nonresponse is considered to indicate data not routinely available in those records. Item nonresponse may be more difficult to detect in other economic surveys where questions may be left blank because they are not applicable to the responding business, or the response value may be zero. In these cases, the data may not be considered missing at all.

Response distributions are the frequencies with which answers were given by respondents during data collection. Evaluation of the response distributions for survey items can determine if there is variation among the responses given by respondents or if different question wordings or question sequencings produce different response patterns. This type of analysis is most useful when pretesting either more than one version of a questionnaire or a single questionnaire for
which some known distribution of characteristics exists for comparative purposes. Use of this method in combination with a field pretest is sufficient to meet the minimal standard.

The quality of collected data also may be evaluated by making comparisons, reconciling or benchmarking to data from other sources. This is especially true for economic data, but benchmarking data are also available for some household surveys.

CONCLUSION

The Census Bureau advocates that both pre-field and field techniques be undertaken, as time and funds permit. Pre-field methods alone may not be sufficient to test a questionnaire. In terms of pre-field techniques, the choices include focus groups, exploratory/feasibility studies and cognitive interviews, and usability techniques. For continuing surveys that have a pre-existing questionnaire, cognitive interviews should be used to provide detailed insights into problems with the questionnaire whenever time permits or when a redesign is undertaken. Cognitive interviews may be more useful than focus groups with a pre-existing questionnaire because they mimic the question-response process. For one-time or new surveys, focus groups are useful tools for learning about the way respondents think about the concepts, terminology, and sequence of topics prior to drafting the questionnaire. In economic surveys, exploratory/feasibility studies, conducted as company or site visits, also provide information about structuring and wording the questionnaire relative to data available in business/institutional records. Usability techniques are an increasingly important technique as surveys move to automated means of data collection.

Some type of testing in the field is encouraged, even if it is only evaluated based on observation by questionnaire developers. More helpful is small-to-medium-scale field or pilot testing with more systematic evaluation techniques. Pretesting typically is more effective when multiple methods are utilized. The objective and the subjective methods, and the respondent-centered and the interviewer-/ or analyst-centered methods, complement each other with respect to identifying problems, source of the problems, and potential solutions. The relative effectiveness of the various techniques for evaluating survey questions depends on the pretest objectives, sample size, questionnaire design, and mode of data collection.

In terms of meeting the pretesting standards, cognitive testing, focus groups involving administration of questionnaires, or field testing including behavior coding or respondent debriefing is necessary to meet the minimal standard; split panel testing is necessary to meet the recommended standard for data with important policy implications; cognitive testing is necessary to meet the recommended standards for supplemental instruments and materials; and usability testing is necessary to meet the recommended standard for electronic self-administered questionnaires. However, pretesting should not be limited to these techniques. One or more other pretesting methods should be carefully considered and used as time permits to provide a thorough evaluation of questionnaire problems and documentation that a question or questionnaire “works,” according to the pretesting standards.
Key Indicators for Which Split Panel Testing is Recommended

Economic Indicators

Updated indicators are located at the Economic Programs Home page –

Socioeconomic Indicators (and the major source of their national estimates)

1. Median household income (CPS)
2. Poverty rate (CPS)
3. Percent of people without health insurance (CPS)
4. Unemployment rate (CPS)
5. Homeownership rate (CPS)
6. Rental vacancy rate (CPS/HVS)
7. Median persons per room (AHS)
8. Median gross rent as a percent of income (AHS)
9. Median Selected Monthly Owner Costs as a Percent of Income (AHS)